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This document was prepared as part of the efforts in the Hydrologic Wty

Engineering Center’'s, HEC, R&D Work Unit: Remote Sensing and Spatial Data
Applications. The views expressed in the document are those of the Earth
Satellite Corporation, as guided by HEC's general research and development
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interests. This investigation of remote sensing applications to hydrology was ALy r
not limited to existing capabilities. Many potential capabilities are ékrﬂ'

suggested although the practical means to accomplish them may not be readily }iﬂ,ﬂ,t
available at this time. T,
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The discussion of various technical products/capabilities is not meant as
an endorsement/criticism thereof. This is a rapidly growing industry and
capabilities are ever changing. Up-to-date information should be sought from
the various suppliers.
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Arlen Feldman. Mr. Bill Eichert was Director of the HEC during this project.

PR ES
Aok

e
}l &‘
o

S
@

.

.{A‘" LI ¢
7

2o

1A
L%
-"
"
%l

i

I-{ -

l*" .
. =
%

-y

£XY
‘,'x

P4

hY
o X

<

5,

[

l'l.

.7
/i,

S '
oyt
Pl s
ol

SO )
NG

4
4

Accession For

s sl &

DTIC TAB a -
&

L5

Unannounced
Justification.

PP

ag-
o

5%
.
Y

By -
Distribtution/

S [

Availability Codes
- fAvail and/or
Dist | Special

Al .
e

.
I R 5{,‘»},‘.‘-'»' “-"-. R Py P I e T P ,-_.‘._..',:.._-. . ;,'-’_.. e e e AT o ,:-_.:__.'-,, AR a0 e
XaX AN, P PNERS] A A AT s

.
P
o 72

- =
o
"yt

3

]

T

e ]
¥ P d
< %
oL
XX




AT

S e e >

T

- e e

s A

g

..t

R AT AT EAT PR LT S VY VN A YL LN

R R A O R N T T I Y T Y T T S P S R O O N O Y 7o X

-

\_

REMOTE SENSING TECHNOLOGIES AND SPATIAL DATA APPLICATIONS

RELEVANT TO HEC PROGRAMS AND MISSION

FINAL REPORT

Prepared by:
William G. Brooner
Earl S. Merritt
Michael Place

and Consultants:

Robert M. Ragan,

University of Maryland and Ringan Associates
Donald Wiesnet and Morris Deutsch,
Satellite Hydralogy Inc.

Prepared for:

Hydrologic Engineering Center (HEC)
U.S. Army Corps of Engineers

Contract No.: DACWO05-87-C-0012

December 1987

FEARTH SATFLLITE CORPORATION ( LarthSar)
222 471h Street

Chevy Chase, Manyland 20813

(301)931-0104

Telex: 248618 ESCO UR Tolocoprer: (301 9514077 /

R j
Ry 3 v )
AR

AR
A

AT AR TR TR AN
5 AR TS AR 8 (3 K i L)

o«

O B o

- y Ly -~ e g - R R IR I s I
AT ._._-:\r\‘..' T \J‘._\-" TR R N _\_.r\.. AL G R A
2 3 < » » - . L

-
-

"Se

Con

; :"J‘?\

,
SR

l'/,f:-':'.i"!. S o 1
A sy
Sy '..4 2 S

®
v

.
]

bl

’

PN
4,
&v o

i

»
i
¥,

)

x v I}I"“’l"
R

P
»5 5

AEESFAL )
’

-
L

A

Rkl )
»

sy ';4.'};

.‘.
A
1' ’

h ]
)
o'

» N



4 e S Y. 8 . . R .. . . . . T
EATUA A A et ot U U 200 9o 8 4 e Malts ot ptes AL Heatd gt o Sl oY g 90 "ath- glla® Ratalava tdifat ab Byt S LA Bl el v o ¥

52

B A

R ot

i 0

K X

i TABLE OF CONTENTS 2
..

*

" Page N
t 2
it NN
I PREFACE ix -2
;i‘ .ul'

K 1.0 INTRODUCTION 1 ,
[ ‘. g
) 2.0 OVERVIEW OF INFORMATION SYSTEMS FOR HYDROLOGIC : ;
2 ANALYSES 5 o
3 2
3 3.0 DIGITAL IMAGE PROCESSING 17 .lt
o 3.1 Computer Environment 18 e
W 3.2 Geometric Rectification 19 '.:::
'
it A
ﬁ. 3.2.1 Image Coregistration 21 \
s‘. 3.2.2 Georeferencing for Large Area Mosaics 22 e
\ ;
o
- 3.3 Land Cover Classification 22 ‘;’} .
b ¢
Vg
o 3.3.1 Supervised vs. Unsupervised Techniques 22 '::: ‘
» 3.3.2 Landsat TM vs. MSS 23 <4
~.
)
o s
' 4.0 EVALUATION OF PC-BASED IMAGE PROCESSING/GIS SYSTEMS 27 ®
h i 5
i 4.1 ERDAS 30 e
i t:,,..
4.1.1 Hardware 30 N
:. 4.1.2 User Interface 31 N
N 4.1.3 Image Enhancement Functions 32 '%'
kY 4.1.4 1Image Classification Functions 33 T
i 4.1.5 Georeferencing 34 V.
: 4.1.6 Polygon Digitizing 35 O
[} 4,1.7 GIS Functions 35 RN
- 4.1.8 1IP/GIS Interface 37 o
4.1.9 Hard Copy Generation 37 ®
i 4.,1.10 The ERDAS-ARC/INFO Link 37 -1.:
9 4.1.11 Future Products 40 SN
, 4.1.12 User Support 40 ::-;
s o
3 4.2 Terra-Mar 41 )
4.2.1 Hardware 41 A
4.2.2 User Interface 41 ;::
; 4.2.3 Image Enhancement Functions 42 -y
. 4.2.4 Image Classification Functions 43 N
' 4.2.5 Georeferencing 44 o~
‘ 4.2.6 Polygon Digitizing 44 Y
) Wd
N g
b R
'(' M
! b
b ~i- A
: ®

- -

-y . LB} LIS % A% ] L

’ » TN - “"&l'\'-.‘)'\'-'-'\"\‘_"’\'-"'-'-.'\-"1&
DR W 0 M MO MY l"-ot " A o 5 5 L e AN Ca ">l‘ ¥ .‘ f' AT N



|

TABLE OF CONTENTS (Continued)

7 GIS Functions

8 1IP/GIS Interface

9 Hard Copy Generation
10 Future Products

.11 User Support

2
2
.2.
2
2

5.0 ROLE OF REMOTE SENSING AND INFORMATION SYSTEMS IN SPECIFIC

TASKS

5.1 Develop Flood Frequency Series Through Statistical
Analyses of Stream Gauging Records

5.2 Use of Models to Estimate Runoff from Single Events

and to Estimate Stage Along a Stream Network

5.3 Real-Time Flood Forecasting

5.4 Stage Damage Relationships

5.5 Quick Response Monitoring of Floods

5.6 Determining Interception and Depression

Storage and Measuring Surface Water
Distribution

5.7 Estimating Precipitation, Snow Cover and
Snowmelt, Evapotranspiration, and Soil
Moisture

5.8 Recent Developments in Snow Cover and Snow
Water Equivalent

5.9 Potential Operational Benefit of Snow Cover
Mapping

5.10 Remote Sensing of Snow Water Equivalent

5.11 Hydrologic Modeling of Urban Watersheds

5.12 Example of Hydrologic Modeling Using ERDAS
and a PC-Based GIS

REAL TIME ESTIMATES OF PRECIPITATION AND SNOW COVER:
AN EVALUATION OF HEC OPTIONS

6.1 Satellite Rainfall Estimates - Sources and Cost

Estimates
6.1.1 NOAA - R. Scofield
6.1.2 CROPCAST™ - E. Merritt
6.1.3 Corps - In-House Facility
6.1.4 Summary of Satellite Precipitation Options

Satellite Snow Area Data and Related Activities

A Dual System for Both Precipitation Estimation
and Siiow Cover Maps

6.4 CROPCAST Snow Budget

[« 3 »))
w N

—ii-

R ¥ PN SN Y A A A N S N W e N
@' .Q,l-.. o \ J\v\ XN ~0~n‘ & W A) 5 \ 3 " X .II Hh e

Ll )

Page
45
45
46

46
46

47

47
52
56

58
59

61

62
67
74
76
78

82

89

90

90
91
93
95

96

98
99

IS N LY R LT

“wATw LT T e e '-. .
. all Sl

440 %

v.‘-
PR

o

e

o

'."(;'r_

s @

[
v
)
-

]

b

AAL LA
.l..'.' s

t
@

N

e

b
Y, D

n o ]
-

'ff57u'§§§3;

e,



RN AT A AT AT AN U A U VU R TR N UM AN d R VI R I Vo X R O e N R S a0 da" dhat ol ath Aa” o tat Al A i 0t gty oth 4D atp 78 o

4
iy
4y
b TABLE OF CONTENTS (Continued)
)
A Page
: 7.0 REFERENCES 101
;
K
o) APPENDIY A: PRemote Sensing by the Corps of Engineers
Relevant to HEC Activities Program 107
. APPENDIX B: Overview of New and Newly Operational
g Satellite Sensors 119
£
! B.1 Introduction 119
) B.2 Present Earth Resources Satellites 122
B.3 Future Planned Earth Resources Satellites 130
B.4 Environmental Satellites 134
! B.5 Satellite Ground Receiving Stations 140
i
ﬁ GLOSSARY OF ACRONYMS 144
'
)
)
[}
)
)
\
\
.
v
[]
'
1
K)
4,
)
[}
3
»
)
k)
o
)
i
L)
+
Al
) -iii- »
]
e
\ -
' s




- e e

Figure

Figure

A Figure

Figure

-

Figure
b Figure

Figure
i Figure
Figure

Figure

Figure

Figure

: Figure

Figure

RN AR

- - e

o j SN Y WO L A T T T R T T T L R T T e I o N R T L T AT L P WP vy R e ey
‘.’l.!‘l.q.l‘!.l.. l.,'l’g.l.n l"'t‘! 8.%40.%¢, ’!. » .A.. WO RN 9. '.) [ .c l. * ¥ U " » 1 Q.'l .- .‘l g M L0 'I‘ ‘( e W i

LIST OF FIGURES

1.1: Network Structure for Remote Sensing Based
Hydrologic Analyses

2.1: GIS-Expert System Interaction for Hydrologic
Analyses

2.2: Microcomputer Work Station for Land and Water
Resource Analyses

2.3A and 2.3B: An Example of Region Growing on
Isobysets:
A. Before Region Growing
B. After Region Growing

2.4: Watershed Grown from a Downstream Cell
2.5: Sub-Watersheds--Upper Sligo Creek

2.6: Stream Location Upper Sligo Creek

2.7: Local Area Draining into Node 11

2.8: Watershed Above Node 11

2.9: Comparison Between a Manually Computed and a
Digitally Synthesized Time-Area Curve for
Treynor Watershed, Iowa

2.10A: Dot Matrix Printer Copy of color CRT
Display Showing Features Digitized from
1 inch = 40 feet Aerial Photography as
Displayed by PC CGA

2.10B: Dot Matrix Printer Copy of Color CRT
Display Showing Overlay of Digital
Elevation and Flood Stage Data to
Delineate Areas Inundated by Three
Discharges

2.11: Expected Differences in Watershed Areas
Produced by Automatic Region Growing (Ag),
and Manual Delineation (Am) by a Human
Expert

2.12: Expected Differences Between SCS Curve
Number Estimated with Indicated
Resolution and that Obtained with
a Sensor Having 30-Meter Resolution

-iv-

“a'h’ 5k a Tt o ta aav G Cand, AU gt (AN AN LY ‘A% % 0% 0 vt

* ot 8ah Al vak A2 00 00 >4 v ata"ata Aty iy oty

[
@

kS
s

NN
DN
g S

Page

E

N
v:’_-
-

[Ye]
1B

S
P4 1“:5:"‘4:. ‘

(e}
%
NS

10

.;;55’#5"51;.

] ]
2

11

€ Ky
7

i XN
i P4
® qy

i
”

11

. J

Y
P e L

"~
L)

12

-

227
5 N
N

I
r3

12

<Sle
ZIIALL

W <
'v&51 -
'y
)J)ki' e



R Ry A T R T ooy o, TN U O I O T OO TR O T W OT SO bﬁﬁw’
A0
N
o
iy
: )
. )
: LIST OF FIGURES (Continued) S
' I';.,‘
E i
; Page ﬁﬁ{
' e
i Figure 2.13: Schematic Representation of the Second Synthetic 9
Basin as was Used in the Computer Mode 14 f’ $
: -
Yy ‘.l
Figure 2.14A: Impact of Unbiased Errors on the Response 15 ::: o
o
’
Figure 2.14B: Impact of Uniform Errors in the Cross 2o
. Sections on the Response 15
B I
i , . . el
\ Figure 2.14C: Impact of Uniform Errors in the Roughness ﬁﬂQ
on the Response 15 ':J‘.
h_ .u_'
ra
Figure 4.1: [ERDAS ARC/INFO Interface 38 A
®
Figure 5.1A and 5.1B Comparisons of Laser and Reference Profile . ;ﬂ
for Stream Valley 54 !
iy
Sttt
: Figvure 5.2: Percentage Variation in Excess Rainfall as Eit-
Function of Error in Estimate of Antecedent v
Moisture 57 o
oAy
Figure 5.3: NOAA Binary Snow Cover Map Showing Percent of :¢:.
Basin Snow Cover 70 =
S
Sea)
Figure 5.4: Map Showing Western Basins Mapped in 1986 NWS Y
Snow Mapping Program 70 ®
R
} ”
h Figure 5.5: Snow Cover Depletion Curve 71 N
o
Figure 5.6: Seasonal Snowmelt Runoff Forecast Error Using rhrf
Conventional (C) and Landsat Snow Cover (LS) "N
Procedures in the Southern Sierra Nevada on ®
‘, May 1 74 N
) §$c(
p Figure 5.7: Illustration of the Digital Simulation of Time- ot
Area Isochrons 81 s,
AN
Figure 5.8: Plots Depicting the Results of Time-Area -Qw
‘ Computations 81 RS
» I-..I
RO
Figure 5.9: Line-Printer Symbolic Maps and Table of Land ,:i:
Cover Distributions for Existing Land e
Cover Conditions of Anacostia Watershed 85 T

Figure 5.10: Line-Printer Symbolic Map and Table of
Land Cover Distribution for Proposed
Land Cover Conditions of Anacostia
Watershed 85

). - ! i X 3 ' a8 8 ] '—‘ e § a ] . " \!“. - L T L2 R Wan » e LT e E N NS B e 5% T g o L "R e BFe 1% ] e ‘q' . ‘N \
SN XY e A AN A R WY, 2 -,Q. <, -(-(‘ e ,l vl n,o\i » '0-‘ L™ \f ‘I, .O. l,D,Q Rl f o -.



R A R T R TR R O T A T S R R R R R R W SR WS W . et et M NG WL T U WG WU NI

Figure

Figure

Figure

Figure

Figure

Figure

Figure

Figure
Figure
Figure
Figure
Figure
Figure

Figure

Figure

Figure
Figure

Figure

‘AN L W '\' TR W 'V " O Ay "'\ “ R N T D BN R R A
ROt R A PR S e AL PR AP AV AR A

5.11:

6.1:

B-1:

B-2:

B-3:

B-4:

B-5:

B-6:

B-7:

B-8:

B-9:

B-10:

B-12:

B-13:

B-14:

B-15:

AR R 3T,

LIST OF FIGURES (Continued)

Line Printer Copy of Color CRT Display
of Hydrographs Computed for Existing
and Proposed Land Cover Conditions

Line Printer Maps of Relational Data
Base Capability that Shows Forest,
Grass, or Crops on C or D Hydrologic
Soils at Locations where Slope is in
Excess of Ten Percent

Error Analysis as a Function of Station
Density

Daytime Portion of Orbits for Landsats 1,
2, and 3 for a Single Day

Landsat Orbits Over the United States on
Successive Days

Landsat 4 and 5 Orbit Ground Trace Pattern

Arrangement of Scan Lines and Pixels in
Landsat MSS and TM Images

SPOT Catalog Output

Local Solar Time for SPOT Pass
Characteristics of MOS-1 Sensors

Basic Specifications of J-ERS-1 Sensors
GOES Satellite

GOES Geographic Coverage

Shared Processing Centers of Expertise and
Communications System

North American Snow Cover and Satellite
Precipitation Estimates

Landsat Receiving Station Coverage
SPOT Receiving Station Coverage

MOS-1 Receiving Station Coverage

-vi-

‘et o

o) Na @Tala g Mgy,

Page

86

88

92

123

123

125

125
127
127
129
131
136

137

137

138
141
142

143

Pl O L AT T T WA
v e X LA DA L

A e e
: & X
J-"r 4
- -

o

Y R
s OB 2277

",
S e o

o T
2
=,

>
-,
b

_ R

U xR

2

L) .I .'
AR

P

:l.l
ol

i PR
oo L

L(‘
hend

YEES N
RN,
5)‘& "_\i"".\ '@

;A"-?Z*
T

o~

R
’1® cidhﬁfg Y

LXd

Pornl
"

*x

=
[ 2N
I'd

]

I
o~

.‘\. \- \‘_l."\l "'

l.\
2,

AN
;e



T

[

R~

'\..‘ A

ISV ¥ W YO TN M MY

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

ot adn
N 0 R o

A-1:

A-2:

A-4:

o,

LIST OF TABLES

Hydrologic Parameters Currently or Potentially
Available from Remote Sensing

Principal Components Analysis of Thematic Mapper
Data

Image Processing/GIS System Comparison Criteria

The Role of Remote Sensing and Information
Systems in Specific Hydrologic Tasks

Comparison of Remote Sensing Approaches for
Determining Soil Moisture

Federal Interagency Remote Sensing Hydrology
Program: Abridged Implementation Schedule

Meeting Participants of the March 5, 1987, Policy
Committee Meeting

GIS Capabilities with an IBM Microcomputer

Summary of Watershed Conditions, SCS Model
Parameters, and Hydrograph Discharge

Improved Rainfall Statistics

Cost Comparison of Precipitation Estimationm,
Snow Cover Map, and a Coubined System for
Corps Facility

USACE Remote Sensing Activities in
Hydrologic Engineering and Planning
through 1979

USACE Remote Sensing Activities in
Hydrologic Engineering and Planning
through 1981

USACE Remote Sensing Activities in
Hydrologic Engineering and Planning
Reported at the Fourth Symposium

USACE Remote Sensing Activities in
Hydrologic Engineering through 1985

-vii-

PR F e " e P S s - " PR T e - LT " .
AT YR LSRR LR O LA AL O \'."-s. A A T
L 3 A - B e, . 3 .

-

Page

-
RN

25

28

48

64

67

68

83

86

92

98

108

110

113

116

N

-
~ .

A
i
o

g

£LT
L

9
e ¥

. 1"::. -"\-'A ,“q
Fld " a

oA

-
»

SRS Y
*

Ay
SO

e

YW
2 s

N
IS

o
g

“y
P

-y %
7
'-‘.\(\“:

h)

BOREPY 0

»
ot

'

. s
-



LIST OF TABLES (Continued)

Page

Table B-1: Selected Operational Earth Resources
0 Satellites 120

Table B-2: Comparisons of Selected Satellite Remote
Sensing Systems 121

>~

A

-

S 4 A

S g e,

~vifi-

-

- g . vy . L L P P . e - . , ; - et am 4
D™ O 7 W e W W B ™, R AT S LAy Ryt NN AN T W LW TP ST W NG A
WY, "-‘l‘- & ** }’ » ." .I .‘ W I; l. 0~l * J ... i tal) "'. * !" T Ty, Wh,] > ““ e ¥

BUCRS AN Wl e Par L o L e (s >

5{‘.-

?,
"y &
(2 A

Ay
]

[ R 2 ]
£y

”n
A
3

2

v 3w XY
s st
A&y A

¥
o
u

l.| .I'

.t
Y

Y o R o
L ]

- o
IR A AL



AR SR A R O T O TR PO P A PO RO PO R S ™ M e o W 9g-gua g s oAl Vet Al it Ny S0 A N tal hag ¥ e g SR e 0 e, -y T e aby ity
' *LA)
iq*,
“a
.
: o)
PREFACE )
P:.:-
o
The Hydrologic Engineering Center (HEC), U.S. Army Corps of "-; l
Engineers, issued a contract with Earth Satellite Corporation (EarthSat) . ¥'
on October 6, 1986, to conduct a study addressing remote sensing tech- Mar
nologies and spatial data applications relevant to HEC programs and t )
mission. The study involved a series of related tasks as follows: by

:_:?E-,

£
-

2

-

: 1. Investigate Emerging Remote Sensing Capabilities;
‘ 2. Analyze Computing Environments; and
3. Review Improvements of Spatial Data Analysis Methods.

-,

E?%

. ';%‘;. ]

Owing to the diversity of these tasks, the talents and expertise of a ®
) number of team experts was utilized. The entire report was under the R
. overall direction of Mr. William Brooner, Earth Satellite Corporation }ﬂﬁ
, (EarthSat) who also prepared Appendix B. Mr. Michael Place of EarthSat, x: :
) prepared the Digital Image Processing and the Evaluation of PC-Based t;f!
) Image Processing/GIS Systems sections. Dr. Robert Ragan of the "R
University of Maryland produced the hydrologic modeling studies. Mr. v
y Donald Wiesnmet, Satellite Hydrology, Inc., contributed to portions on R
snow cover, soil moisture, and Quick Response Monitoring on Floods, and -:;:f
p together with Mr. Earl Merritt of EarthSat, produced the Real Time RS
Estimates of Precipitation and Snow Cover: An Evaluatioa of HEC e
options. Mr. Morris Deutsch of Satellite BHydrology, Inc., prepared VAL
Appendix A. Ms. Coeta Withgott of EarthSat prepared the typescript. .
] b
{ The report has been greatly strengthened by the guidance and over- ::3
sight of the Corps of Engineer's COTR, Mr. Arlen D. Feldman, who gave O
freely of himself to clarify and specify the needs and goals of the o
Hydrologic Engineering Center as they relate to this contract. We wish o
to express our appreciation also to Dr. David Goldman of HEC whose Q
N insightful review of our progress report was most helpful in sharpening o N
our focus on HEC's immediate needs in remote sensing. oo
{
y.'i
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ROLE OF REMOTE SENSING AND INFORMATION SYSTEMS IN THE OPERATION
OF HEC HYDROLOGIC AND FLOOD DAMAGE MODELS

1.0 INTRODUCTION

Access to accurate and timely information is a cormerstone in any
decision making process. In today's society with multiple, often con-
flicting, demands on the use of a resource, it is mandatory that deci-
sion makers interface their information with sophisticated models that
can realistically simulate the consequences of the array of strategies
available to them. 1In the area of water resources, the Hydrologic
Engineering Center (HEC) is recognized for its leadership in defining
information requirements and providing simulation models used to support
the decision making process, not only for the Corps of Engineers, but
for organizations throughout the world.

Developing the information required for water resource decision
making is a tedious, time-consuming and expensive task requiring a
significant commitment of skilled personnel. The launch of the first
Landsat satellite in 1972 was seen by many as an opportunity to revo-
lutionize the collection and management of information for water
resources. HEC was one of the first organizations to seriously investi-
gate the potential of Landsat for water-related problems. These inves-
tigations quickly revealed the interrelationship between this new
digital format data plane and a computer-centered technology that would
interface Landsat data with other data sets and then manage them for
subsequent use in models. Thus, as part of its work related to overall
remote sensing applications, HEC was one of the first organizations to
develop a Geographic Information System (GIS) that was called Spatial
Analysis Methodology (SAM). This research led to the conclusion by
Cermak, Feldman and Webb (1979) that Landsat MSS remote-sensing-derived
land cover information was sufficiently accurate to apply Snyder's unit
hydrograph model with percent of imperviousness and the SCS curve number
and lag method. Several HEC publications on grid-cell dats bases became
very important references for integrating Landsat data sets into GIS
(e.g., Ford, Meyer and Algazi, 1985; USACE, 1978; USACE, 1979).

Despite the work of HEC and many other organizations, satellite
remote sensing to support routine hydrologic investigations has not
realized its potential. Part of the problem has been with the perceived
limitations of the 80-meter or 30-meter resolution of the Landsat
systems. Until the introduction of the PC-based image processing
systems, a second problem has been ready access to the specialized
equipment needed for interpretation and management of the satellite
data. Perhaps an equally important problem has been in the management
of Landsat data. Proponents of Landsat did mnot fully recognize that
land cover was only one of several data sets required for the modeling
of a watershed. Even though land cover could be defined in a matter of
bours, it still required many weeks to develop the soils, topography and
socioceconomic information before the land cover could be ‘"overlain® on
the other data sets. Thus, there has been little incentive to develop
expertise in Landsat land cover utilization. The critical missing ele-
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ment needed for success has been an efficient, readily available, method \-};.‘
for merging and managing the numerous data sets - what we currently call ;-' e
a "user-friendly" GIS. A
Because of the tremendous changes created by the development of ‘.\-__.7.:
powerful, inexpensive personal computers, there &are a number of GIS ';-\.
packages that provide many of the original HEC-SAM capabilities on desk- ‘I.t
top workstations. These personal computer workstations can operate as \ :|'|
*stand-alone®” systems that allow the individual to literally take a 24° ::::'-:
x 36" digitizing tablet off the wall and quickly develop and manage the .
data sets required for an intermediate-sized watershed. At the same LY
time, this personal computer workstation can be networked with remote :‘.&",-
computing capabilities to become a component in a regional system. .‘::m
Figure 1.1 is a schematic that shows the concept of the workstation i
having access to both specialized image-processing capabilities and the .0!'. '
power and storage offered by conventional mainframe or super computers. ®
This workstation capability is presently available and can be a major st
driver in opening the door to widespread use of the benefits offered by “ &
digital format remote sensing. These workstations are further discussed 2”' Y,
in detail in a subsequent GIS systems section of this report. ,.':h.
".n_’i_'
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! New satellite and aircraft digital format remote-sensing systems H;
E that are now available overcome many of the 80-meter resolution problems a0
of the Landsat Multispectral Scanner (MSS) imagery. There are now :s N
satellites with 10-, 20- and 30-meter resolution, systems that provide ﬂ$%o
] detail that is sufficient for a large array of hydrologic analyses. o
i VWhen coupled with aircraft and ground-based sampling programs, the high- "L
. resolution satellite images can become very important sources of infor- 00
[ mation. Fortunately, because of the current powers of GIS and digital- hﬁo
) format remote sensing, we are at a point where the hydrologic community N ﬁ
: can really begin to integrate the array of data sources available. The hfw
i term "fortunately" is used because the profession is at a point where Qi
fast, theoretically sound, accurate modeling is imperative. The Corps ‘&
) of Engineers is moving into & mode of operation that requires real-time %;7
assessments of the economic consequences of decisions that must be made oy,
), during the passage of a flood. These decisions must be based on a {f,j
R thorough, quantitative understanding of the watershed, the reservoirs ;3$
b and the floodplains. The systems needed to translate these data into i
the required information are available. The information systems to )
N allow the hydrologists to simulate the consequences of a set of alter- St
: nate strategies are also available. %ég
l 4
Q
: The following sections focus on the role of remote sensing and ’:E
! information management systems in the operation of HEC bydrologic and A
. flood damage models. The first two sections are brief overviews on the q‘
[ capabilities of sensors and information systems as they relate specifi- oo
;' cally to hydrology. Detailed discussions of these elements follow later t%*
| in the report. Next, the roles of remote sensing and information i%ﬁ
y systems as they relate to specific tasks involving BHEC-1, BHEC1-F, i A
DWOPER, HEC-2, SID, DAMCAL and EAD are discussed along with the role of ¥
remote sensing to specific selected hydrologic engineering/planning ..(
) tasks. : -
3 L
P Ty \
\ Considerable progress has been made in digital format remote sens- by
ing since the 1972 launch of the first Landsat. New systems are in v N
orbit and digital sensors are becoming more widely wused in aircraft. ﬁ;
) The real and perceived disadvantages of the 80-meter resolution on R
A Landsat MSS are no longer as critical because of the later launches of CA:
! 10-, 20- and 30-meter resolution systems. Indeed, hydrologists are now \j::
A looking seriously at the possible information that can be provided by :¢ t
P the l-km resolution AVHRR and the global scale GOES systems. While the N
10- to 30-meter resolution systems require more sophistication for -~ PY
computer-aided interpretation, their level of detail allows conventional *¥E]
{ photointerpretation and direct manual digitizing for many hydrologic qu
8 applications (Table 1.1). v J
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! TABLE 1.1: SELECTED HYDROLOGIC PARAMETERS CuoREMTLY OR
POTENTIALLY AVAILABLE FROM REMOTE SENSING
PLATFORM SENSOR SELECTED HYDROLOGIC RELATED PARAMETERS
Landsat 30-meter TM o Land Use/Land Cover
or 80-meter MSS o Impervious Surfaces
o Surface Water & Drainage Networks
o Snow and Ice Cover
0 Vegetation Species, Extent, and
Characteristics
o Ground Water Recharge & Discharge
Areas
SPOT 10-meter o Land Use/Land Cover, with Inter-
Panchromatic Urban Detail and Drainage
20-meter o Land Use/Land Cover
Spectral o Spatial variability of Drainage
Units
NOAA AVHRR 0 Vegetation index
Polar Orbitor o0 Biomass
o Canopy Temperature
0 Water temperature
o Albedo
o Surface water areal extent
o Ice and snow cover (regional)
o Drainage networks (regicnal)
GOES VISSR o Qualitative Precipitation
Distributions
o Snow Cover
o Cloud Cover and Movement
o Solar Radiation
o Surface and Canopy Temperature
0 Albedo
o High Altitude Winds
DMSP Operational o Canopy temperature
Leniscan System o Water temperature
(0LS) o Broad band albedo
¢ Ice and snow cover
o Drainage networks
o Surface water areal extent
Special Sensor A 7-channel scanning passive
M/T - A passive microwave radiometer (50-60 GH2)
microwave temp- used for temperature profiling
erature sounder from earth's surface to above
(SSM/T-1) 30 km.
(SSM/T-2)
Special Sensor C - Distinguishes snow from clouds
(SSC) Snow/Cloud
Discriminator
Special Sensor o Location, extent and intensity
M/1 (SSM/1) of precipitation
Microwave
Environmental o Soil moisture, sea ice and lake
Sensor System ice morpholiogy
Aircraft Laser Mapping o Elevations and Channel Cross
Sections
Gamma-ray o Water equivalent of snow and so0i)
moisture
Future Microwave 0 Soil Moisture
or IR o Water Equivalency of Snow
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2.0 OVERVIEW OF INFORMATION SYSTEMS FOR HYDROLOGIC ANALYSES

The term "Information Systems," in the present context, relates to
the assembly, storage, management, translation and application of infor-
mation for hydrology-related analyses. The emphasis is on the GIS as a
component for modeling and defining distribution conditions spatially.
Sound information systems are critical for accessing and interpreting
data-collection systems or archived data sets. The role of these ele-
ments in an information system is included in the discussion of each
modeling or analysis task in the following sections.

Before discussing the roles of remote sensing and information
systems as they relate to specific tasks involving HEC models, it is
appropriate to establish some of the current capabilities of GIS, espe-
cially those designed for personal computers. The capabilities are
impressive when viewed from the perspective that many of the capabil-
ities were not even available on mainframes just a few years ago. The
capabilities of one specific system will be wused for illustration.
However, it is emphasized that these capabilities are available on a
number of different systems. Figure 2.1 is a flow chart that illus-
trates the structure of an interfaced GIS and Expert System for hydro-
logic analysis. The upper portion is the conventional GIS configuration
used by most systems. The lower portion is an indication of the struc-
ture that will be used in the future as we evolve toward artificial
intelligence and expert systems. The GIS block of Figure 2.1 can now be
fully implemented on an array of off-the-shelf personal computers as
illustrated by Figure 2.2. Most of these personal computers have excel-
lent color graphics and large memories and disk storage. The simple
addition of a digitizing tablet through one of the communications ports
produces a very flexible workstation that can either stand alone or be
networked as in Figure 1.1.

Because the reader is assumed to be familiar with the capabilities
of SAM (with respect to interfacing with models and managing the data
sets), these aspects of a GIS will not be discussed here. Instead, the
specialized capabilities will be presented in order to support some of
the discussions in the following task-related sectionms.

Region growing evolved from some of the image-processing research
associated with satellite-data processing and is an important component
in a hydrology-oriented GIS where a series of point measurements must be
translated into a spatial distributjon of values referenced to grid
cells or other geographic locators. Key uses of region growing in
hydrology involve spatial distribution of rainfall and watershed topo-
graphy. For example, the hydrologist can digitize an isohyetal map, and
then use region growing to interpolate the rainfall values between the
isohyets to obtain the spatially distributed rainfall for every cell in
the watershed. Figures 2.3A and 2.3B illustrate the results of region
growing on isohyets. Figure 2.3A is a line printer copy of a color CRT
display of an isohyetal map. Figure 2.3B indicates the distribution of
individual cell rainfall estimates with areas of 4-8 inches, B8-16 inches
and 16-25 inches in the mountains west of Denver highlighted by shad-
ing.

-5-

o AT AT GT R

e
F2 27

7y
:.d-

%S

=

!

e
‘:"- < f

{??
oL 7L

i
S

7y ¥ 1 v
@

v

Y

Ly
<

7
L

%

€ £ €A
AR
ER

s
>

’s' '. I's {
X

@

e
Y 4% Y Py ] ] Y wH . ] . U Y AT N RS 1 (™ 4 LR PO % B9 VU LT T TSy T PR Y
wihetefndt it naind L O e A U b U U e MU MU S L e e o.n. ACOONAGA N N .0". '( Wy e . v .'-f J' ’ n)



Rt Y rgt pVaRT 1A% VAT BR® B fat 2% ¥at Rav 12l ¥at gt fad 0% et AV_ N eV feB Wpi 00 Ba® 0n% 03% 0V 68" bat (0 gt R0 (o 0t Sat (a0 0 a0 0,0 (N gat LU gut (8 R0 3.0 fad b o N7 N

o xS
$ el
¥ )
4 0N
®
)
¥ 1
k) '
T T T T T T T T T T T T T T e e e e — — )
¢ | [ oo
R) i USER lNTERACTlONI i t ‘
¥ z -
: & | OUTPUT DATA CAPTURE [ X
! c AHD INP
a g | \
>‘ 82 | .'.l
K =g | APPLICATIONS 3
P o¥ | SOFTWARE SYSTEM MANAGEMENT DATABASE MGT. I .'l'.:,
) =2 e MODELS ANIS)OFTNARE SOFTWARE | oy
N 2 *MAPP NG CONTROL | J
% § : ®GRAPHICS ( oy
w | ,
(L) -
. INTERFACES WITH -
5 L OTHER SYSTEMS IDATA STORAGE l | o
——————————————————————————————————— —' : ‘lv' i
e N
_____________________________________ Y
I\ a I|— N (J{:(
[
o a5 KNOWLEDGE BASE EXPERT SIMULATION |I s
¢ @ |[*INFLUENCE OF: DATA PLANEE; . e AUTOMATIC WATERSHED I R
wo CELL RESOLUTION; PARAMETER| | = DEL INEATION
8, || UNCERTAINTY; WATERSHED DE- ,ﬁ’}‘g‘é‘gi??SN‘ESL‘MEE @ SELECTION OF HYDROLOGIC | | ..
¥ Se || LINEATION TECHNIQUES, MODEL OR REJECTION OF | Wht
+* Z& | [PPERFORMANCE AND CONSTRAINTS TABK AS DEFINED .\.‘,:
W 25 OF POTENTIAL MODELS ®“By-THE-BOOK"' OPERATION | | e.‘.e
8 v OF MODEL | oy !
4 1 ® ASSESSMENT OF PERFORMANCE :,‘.‘
A L e e e e e e 4 byt
R X
wB 324) .
[} » ’!
:‘ FIGURE 2.1. GIS-expert system interaction for hydrologic analysis. A
. »
% IS :l'
: 2
) r
. =
&
. (]
;‘ [\, U
. o E
' @
B STHBOLIC PAPS o) \
) mars b imaeits™ N
ta PHOTOGRAPNS F\
) ROy
)
i
- . o
)
N 3{‘\
% LV
3 h
N
:‘-'\‘
OFF-317E -"S
i - pECISION COMMUNICATIONS Vi g
CRITENLA .
I Wy
,l REGIONAL e J
DATA Bast ol
\ N
' )
>
| we 3202 ..'q'
, !
n FIGURE 2.2. Microcomputer work station for land and water resource analysis. 'n7)
@
. A
N1
. .\ '
' 3
' \
; Y
L]
) -6- "-\'ﬂ
L
' "
i
‘ v
: %

BRI A




TR N TR TN Y Od O UK A DX AR TN A

HIT RETURN TO EXIT PROGRAM E

FIGURE 2.3A. Dot matrix printer copy of color CRT display of isohyetal map.
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FIGURE 2.3B. Dot Matrix printer copy of color CRT display showing ranges of precipitation in locations
isolated from isohyetal map through region techniques applied to figure 2.3A.
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Flgures 2.4-2.8 illustrate the use of region growing on digitized no
isopleths to isolate an overall watershed as well as its subwatersheds. GhYy
Figures 2.7 and 2.8, for example, show the subarea draining into a ®
specific reach along a stream and the area above that point. This A
watershed segmentation also defines the flow network and allows the js*;
development of time-area curves -- such as shown in Figure 2.9 -- that i:&{
are required for the Clark option of HEC-1. ;x¢i

A good GIS for hydrologic applications must also be able to manage &.F
several data planes at a time that will have differing resolutions. For e
example, the general operation of the GIS may be on a grid-cell data 532{
base of 1 to 10 acres., Still, the system must provide the opportunity ﬁ"-;: 0
to work in local areas at much higher resolutions. Figures 2.10A and ?' "‘
2.10B illustrate the merging of elevation and land cover data sets hav- {)Fg
ing resolutions of approximately 0.1 acres in an overall data base that ”i}'
was made up of 4.54 acre cells. “ﬁ

!

To properly use capabilities such as those outlined above, the 5_#5
hydrologist must not only understand their mechanics, but also their t-‘a}
performance in terms of information quality. The hydrologist must be t k
able to quantify the role of cell size or inaccuracies in the data “ﬁ;”
relative to the decisions that will be based on the results. The basis &=
for such an ability must come from sensitivity analyses that are con- :J?(
ducted in an arena that closely approximates the conditions anticipated gﬁ'
in the field. ;}‘-,

Y

The role of cell size in a GIS is a frequently debated issue. In ":;
some situations, a cell of 10 acres or even larger can be completely ST
adequate relative to the decision to be supported. In other situations, Q('f
it may be necessary to develop information cells for areas of a fraction H:‘f
of an acre. The performance of the region-growing algorithm described bn‘
above is quite sensitive to the number of cells within a watershed s*
which, in turn, influences cell size because of the watershed sizes v
involved in a study. Figure 2.11 illustrates the agreement between s,
manually delineated watersheds and those grown automatically from a E\?

N

digital terrain data set. Thus, if automatic watershed delineation and

st
segmentation is to be integrated into Corps of Engineer operations, tg;;
users will have to be trained to appreciate this type of performance. \knw
Sensor resolution and similarity of cell size in a GIS, obviously x;.1
influence the detail of a land cover data plane. Thus, the quality of a b:&
decision can be seriously impacted. Sensitivity studies must be con- :
ducted to allow the largest data cell to be adopted in order to minimize uj\:
the costs of data collection and input and the operation of the GIS. :#:
Figure 2.12 illustrates the effect of cell size on the behavior of the e
SCS Curve Number. This figure is for a land cover distribution that is )
representative of one particular situatiom. The sensitivities change m:e:
for different land-cover patterns. Thus, this type of analysis would ﬁ\i\
have to be repeated several times in order to develop sensitivities that H;fj
are applicable for the variety of conditions encountered by the Corps of &}}s
Engineers. Such sensitivity analyses are conducted on synthetic land- ) ®
cover distributions generated by computer that can be set to well- oy,
defined spatial distributions. Wty
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FIGURE 2.8. Comparison between a manually computed and a digitally
synthesized Time-Area curve for Treynor Watershed, lowa.
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FIGURE 2.108.

WB 3246

FIGURE 2.10A. Dot matrix printer copy of color CRT display showing features digitized from 1inch=40feet
aerial photography as displayed by PC CGA.

FIGURE 2.10B. Dot matrix printer copy of color CRT display showing an overlay of digita! elevation and flood

stage data to delineate areas innundated by three discharges.
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FIGURE 2.11. Expected differences in watershed areas produced by auto-

FIGURE 2.12.

matic region growing (AG), and manual delineation (AM),
by a human expert.
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Expected differences between SCS curve number estimated with indicated resolution
obtained with a sensor having 30 meter resolution.
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A very critical problem for the Corps of Engineers centers on the };:
quality of information in streams and floodplains. Because of increased ﬁﬂi
computer power, the use of very sophisticated models to simulate river ® ‘
hydraulics is a realistic option. However, if the potential of these ~
more powerful models is to be realized, they require significantly more iy
information than those that have been in use for many years. Water- ‘:'
surface profiles and unsteady flow simulations using the complete dif- i
ferential forms of the continuity and momentum equations require large 'f
numbers of channel cross sections, slopes and the spatial distribution .
of roughness coefficients. If these data are inaccurate or of insuf- o
ficient detail, it may be a complete waste of resources to apply a ﬁaf
sophisticated channel hydraulics model. The role of uncertainty in the o~
performance of a de Saint Venant routing model is illustrated by Figures ﬁ:
2.13 and 2.14. As in cell size, the role of uncertainity is influenced o
by the spatial structure of the channel. Figure 2.13 is a schematic «f ’;'
the channel network investigated and the system representation used in .
the computer analyses. The structure of the routing model 1is closely \;‘
related to DWOPER. The Table of Figure 2.144 indicates that the model 7
is quite robust and can provide reasonable estimates of flows at a '%d
watershed outlet despite rather large errors in cross-section or rough- ~f
ness at individual stations if these errors are randomly distributed ;"
about a good estimate of the true means. However, it must be emphasized A
that the details of the water surface profiles along the channel could N
exhibit large errors. Figures 2.14B and 2.14C, on the other hand, show s
rather large departures when the cross-section or roughness errors are zfﬁ
biased above or below the true means of the stream network. It should :f‘
be pointed out that the relatively small errurs in the depths result ‘.
from the use of depth hydrographs as upstream boundary conditionms. '
The lesson from Figures 2.14B and 2.14C is that the potential for 5~
improved results provided by a dynamic wave model may not be realized
unless we have sound estimates of the flow geometry and the roughness o1t
parameters. However, the table of Figure 2.14A indicates that very good ‘
outlet hydrographs can be computed with this type of model if we have o
good estimates of the means along the stream network even though there vl
may be randomly distributed errors at individual stationms. .jﬁ(
Gty
This type of sensitivity analysis is very important when one con- i )
siders the use of one of these newer models. We must know the accuracy ;‘
level requirements of the input parameters and the consequences of e
errors. If the accuracy requirements are understood, then remote sens- bv
ing capabilities can be assessed to determine if existing sensor systems ;:
can meet the requirements. For example, if flood flow moving along a :V'
stream network extends well into the floodplain, it is possible that ’:'
LIDAR could be of value in providing cross section information. '; ‘
N
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| FIGURE 2.13. Schematic representation of the second synthetic basin
! as was used in the computer code.
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3.0 DIGITAL IMAGE PROCESSING 2
Y

Over the past decade, work by HEC as well as WES, CRREL, and other f:’
Corps organizations have utilized satellite remote sensing to support :25
hydrologic investigations. Despite these efforts and activities, appli- s
cation potentials have not been fully realized. Part of the problem, Ll

£

historically, has been with perceived limitations of the 80-meter reso-
lution of the MSS. Perhaps a more important problem has been in the
management of Landsat data. Some proponents of Landsat did not fully
recognize that land cover was only one of several data sets required for
the modeling of a watershed. Even though land cover could be defined in
a matter of hours, it still required many weeks to develop the soils,
topography and socioeconomic information before the land cover could be
*overlaid® on the other data sets. Thus, there has been 1little incen-
tive to develop expertise in Landsat land cover utilization. The
critical missing element needed for success has been an efficient,
readily available, method for merging and managing the numerous data
sets - what is currently called a “"user-friendly" GIS.

4
o

Corps research is currently focusing on a range of new satellite
sensor capabilities and applications. Landsat Thematic Mapper and SPOT
data are being extensively evaluated, and applications are being demon-
strated for use in planning, engineering and operational projects and
activities. As a result of the recent development of powerful, inexpen-
sive personal computers a host of new image processing and GIS packages
now provide many of the original HEC-SAM capabilities on desk-top work-
stations. These personal computer workstations can operate as
*stand-alone" systems that allow the individual to take a 24" x 36"
digitizing tablet "off the wall® and quickly develop and manage the data
sets required for an mesoscale watershed. At the same time, this per-
sonal computer workstation can be networked with remote computing capa-
bilities to become a component in a regional system. This PC capability
is in place Bnd can be a major driver in fulfilling through widespread
use the benefits of digital format remote sensing and spatial infor-
mation systems for Corps hydrologic, environmental and operational acti-
vities.

Digital image processing in this current study involves review of
several related developments discussed in the following sections.
First, a review of Computer Environment developments focuses on the

U introduction of the personal computers built around the Intel 80386
™ microprocessor which has dramatically altered the 32-bit workstation
o market.

v '}":'

N The second section discusses pgeometric rectification character-

) istics of Landsat and SPOT data and requirements for image coregis-
N tration and georeferencing for large area mosaics.

hﬁg The application of statistical pattern-recognition techniques to

Eﬁ: multispectral remotely sensed data for the purpose of land-cover classi-

~g: fication has become commonplace; basic characteristics of land cover

classification techniques are reviewed in the third section.

-17-
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3.1 Computer Environment

Introduction of the first personal computers built around
the Intel 80386 microprocessor appears to have quickly and dramati-
cally altered the 32-bit workstation market. Previously, this
market was dominated by systems built around the Motorola
M68000/10/20 chip running the Unix operating system. These
systems, geared primarily for graphics and artificial intelligence
applications have been priced in the $20,000 and up range.

In the fall of 1986, Compaq introduced the Deskpro 386,
becoming the first major manufacturer to bring an 80386 Dbased
system to market. Several other manufacturers, most notably
Zenith, have also introduced 80386 baced systems and IBM is
expected to do so sometime this year. In terms of price and hard-
ware performance these systems are quite competitive with their
M68000 counterparts. A Compaq Deskpro 386 with 1Mb of RAM and a
13C Mb hard disk can be purchased under the GSA schedule for under
$6,000.

In hardware benchmarks, the 80386 chip running at 16 MHz has
demonstrated a performance level of 3-4 million instructions per
second (MIPS). This compares favorably with many of today’s super-
mini computers and is considerably faster than an M68020 system.

The 80386 chip is fully compatible with the 8086/8088 of the
original IBM PC. The Compaq 386 will run virtually all existing IBM
PC applications, a statement not true of the IBM PC/AT. Existing PC
applications do not explicitly take advantage of the 386°'s 32-bit
architecture and therefore will not receive the full benefit of the
386's increased speed. They should, however, run at least twice as
fast on a 386 as they do on an 8 MHz PC/AT. Most major PC appli-
cations packages will be released in 386 versions in the near
future.

The biggest shortcoming of the 386 so far is the operating
system. Currently available 386 systems run under DOS 3.1 (or
Xenix if IBM PC compatibility is not required) which imposes arti-
ficial restraints on the hardware. For example, although the 386
can address up to 4 gigabytes of memory, DOS 3.1 retains the 640 Kb
limitation from the original IBM PC and PC/AT. Also DOS 3.1 does
not support multitasking which is essential to make full use of the
hardware capabilities. DOS 5.0 is intended to remedy these short-
comings but it is not clear when it will be available.

The 386 should increase the utility of various IBM PC based
image processing systems currently on the market. Among these are
ERDAS, Terra-Mar and Decision Images (the ERDAS and Terra-Mar
systems are reviewed in Section 4.0). Processing power of the 386
allow these systems to be used effectively for processing large
image databases from SPOT and TM. Such a system with an integrated
geographic information system can greatly enhance the Corps' cap-
ability in image processing and spatial data management by provid-

-18-
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o ing high-powered interactive workstations. Further, these work- o
o stations can be interfaced with the Corps' Harris computers to )
f augment current capabilities. \?'
®
ﬁ 3.2 Geametric Rectification :5
) &'
f Landsat MSS computer compatible tapes generated prior to 1978 ad
1: required sophisticated software to produce a geometrically cor- b:
) rected image suitable for use with a geographic information system X
iy or for merging with other geometrically rectified imagery. These oy
" CCTs, written in band-interleaved-by-pixel pair (now known as X) LY
d format, contained no geometric corrections except for the insertion iﬁ,
; of padding pixels to achieve a uniform 1line length. Sources of .ﬁi
g‘ geometric distortion in these data include: ;Q
' 'l‘
i o Earth rotation skew w
\ o Variation in scan mirror velocity “a‘,:
‘: o Finite scan time sgkew ‘o
1] o Aspect ratio due to oversampling ‘,::::
. o Earth curvature/panorama
s o Altitude and attitude variation :i_,
3 o
W
3 Earth rotation skew, as its name implies, results from the N
o motion of the earth during the 29 seconds required to scan a single f :
’ Landsat scene. This distortion is a function of 1latitude and is -
2 greatest at the equator where the maximum displacement is approxi- ¢
i mately 14 km. This distortion is approximately linear but cor- o
: s . . . . . ™
) rection should only be applied between six line boundaries or dis- !
:: continuities within the image will result. "~‘f

Scan mirror velocity can be accurately modeled by a sinusoidal
> error function with a period equal to one scan line and peaks of -7 g

' and +7 pixels at the 25 and 75 points respectively. uf
s‘ L0
4
h Finite scan time skew results from the motion of the space- ;d
’y craft during the active scan time. This distortion is linear with a '5:
' maximum displacement of 2-3 pixels across a scene. ;:
W d
g The MSS data stream 1s oversampled by approximately 402 j:
k resulting in a pixel separation of roughly 57 meters within scan SM
) line as opposed to the 79-meter spacing between scan lines. ;
i Without correction the image would appear to be compressed in the L&
a along track direction. This is a linear distortion. ‘f'
T
) Earth curvature/panoramic distortion results from the fact j:;‘
L that the MSS data stream is sampled in equal time intervals rather v:
‘3 than equal ground distance intervals. Pixels in the center of a ::\
! scan line are separated by approximately 57 meters while pixels at ';:
' either end of the scan line are separated by almost 58 meters. This .'
> distortion is roughly proportional to the tangent of the scanning
angle as measured from nadir. .
! 3
I
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These first four sources of geometric distortion are well
defined and can be effectively modeled without the use of ground
control. Altitude and attitude (roll, pitch, and yaw) variations
present the most difficult problem for geometric correction because
of the lack of accurate attitude measurements on which to base a
correction. Landsat 1,2, and 3 utilize infrared Earth scanners to
determine roll and pitch and a rate-integrating gyro to determine
yaw. Uncertainty in these measurements can result in as much as 1
km of positional error in the corrected image.

To produce imagery with high geometric fidelity from these
early Landsat CCTs thus requires software that can model the known
sources of geometric distortion and utilize ground control infor-
mation to define the remaining sources of distortion. Typically 20
to 30 control points are required depending on the desired level of
accuracy. Locating these points is a timeconsuming process which
requires interactive image display capability.

When the EROS Data Center Digital 1Image Processing System
(EDIPS) system came on-line in 1978 the standard digital product
was revised to include geometric correction. The format was also
changed to a more manageable band sequential (BSQ) or band inter-
leaved by line (BIL) at the user’s option. The EDIPS system
utilizes a ground control point library for improved geometric
accuracy. The actual geometric quality varies from scemne to scene
depending on the number and spatial distribution of control points
actually used in the correction process. A geometric quality indi-
cator is coded into byte 232 of the header record on the scene
attributes file of the CCT. This is a numeric indicator ranging
from 0-9 which specifies the number (N + 7)/8, where N is the
number of control points used.

Geometric fidelity of MSS and TM data from Landsat 4 and 5 is
greatly improved over Landsat 1-3. The processing systems for these
data (MIPS for MSS, TIPS for TM) both utilize ground control points
for geometric correction, but the biggest improvement is in the
satellite itself. In addition to the attitude measurement systems
employed on Landsat 1-3, Landsat 4 and 5 have star sensors which
improve measurement accuracy by an order of magnitude (Friedmann,
1983). EarthSat's experience shows that these data can be cor-
rected to the Universal Transverse Mercator (UTM) projection with
sub-pixel accuracy using only 4 to 6 control points to define a
first order ccordinate transformation of the form

North = Row*Cl + Column*C2 + C3
East = Row*C4 + Column*CS5 + C6

An exact solution for Cl-C6 can be obtained with only three control
points but more commonly additional points are used to obtain a
least squares solution, which is less sensitive to measurement
errors. The first-order transformation can perform image trans-
lation, rotation, independent (row,column) scale change and skew.
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Higher order corrections are generally not recommended unless a
large number of control points is used because of instability pro-
blems in areas with poor control.

The SPOT system also utilizes improved attitude measurement
systems, adding a three-axis magnetometer to the system employed by
Landsat (Friedmann, 1983). EarthSat's experience with this data
shows that its geometric accuracy is as good or better than TM.

3.2.1 Image Coregistration

Image coregistration involves the warping of two or more
images into a common coordinate system so that they can be combined
pixel for pixel. Two common applications of coregistration are
multi-date change detection and image sharpening, the use of a high
resolution panchromatic image (i.e., SPOT panchromatic) to increase
the apparent resolution of a lower resolution multispectral image
(i.e., Landsat TM). The accuracy demands of coregistration are
usually more severe than in simple georeferencing because the
effect of misregistration is more visually apparent. For example, a
misregistered multi-date image pair will produce numerous areas of
false change, particularly around cultural features, water bodies
and field boundaries.

When georeferencing is not required one image can be selected
as the master image to which the other image(s) will be matched. In
the case of sharpening the master image will obviously be the one
with the higher resolution. A set of tie points, high contrast
features which can be located and measured on each image, is used
to define a least squares solution to a first order coordinate
transformation similar to that used for georeferencing. Road inter-
sections, airports and other cultural features make ideal tie
points. Water bodies can be used if the water levels are known to
be consistent between images. In mountainous areas ridge lines can
be used if no other suitable control is available but be aware that
different sun angles can introduce errors.

Tie points should be measured using an interactive wvideo dis-
play system, preferably one with split screen and interpolative
zoom capability. These features can be emulated in software if not
available in the display hardware. The split screen feature allows
the analyst to view the images simultaneously, insuring that the
tie point has a consistent appearance between images and that the
same part of the tie point has been measured on each image.
Interpolative zoom allows the measurement to sub-pixel accuracy.
EarthSat feels that cubic convolution interpolation provides the
most accurate enlargement.

EarthSat uses cross-correlation software to further increase
tie-point measurement accuracy. This software searches for the
maximum cross-correlation in the vicinity of the wuser-defined tie
point. A surface is then fitted to the cross-correlation values in
a three-pixel-by-three-line area surrounding the maximum. The tie
point is redefined as the location of the maximum value of the

-21-

ol

L}
§ . - . . IR T I T T N T T T '.'.'\'\-1--'!{
e e T A P A A o % N Ve o ® s MAR W Y ¥ e N NN e R

AN

!



- -

pyr)

S w

‘do;ro3 8

PN

3

R R R R O R N Y R N T T Y o O R R TR S o R PR T N s X VoWV

cross-correlation function. EarthSat has found that this technique
reduces residual tie point errors by about half a pixel in typical
applications.

When georeferencing is also required, EarthSat recommends that
only the highest resolution image be georeferenced. The other
images can then be matched to the georeferenced image using tie
points as described above.

3 2.2 Georeferencing for Large Area Mosaics

As indicated above the correction of a single Landsat or
SPOT scene to the UTM map projection can be accurately performed
without regard for the properties of the map projection itself.
However, as the size of the area increases the relationship between
image and map projection becomes less linear thus requiring more
control points to define s higher order correction or a model of
map projection.

EarthSat has developed software that utilizes a two-stage
geometric correction using a minimal number of control points. The
first stage is a first-order control-point-driven transformation
which transforms the image row and column into local UIM mnorthing
and easting values. The second step transforms the local UTM
coordinates into the desired map projection, possibly another UTM
zone, using analytical models to perform the projection transfor-
mation.

The map projection transformation algorithms require a sub-
stantial amount of computer time and would be prohibitively expen-
sive to execute for each image pixel. To reduce the time required
the software sets up a coarse grid (i.e., 16 x 16 pixels) and per-
forms the two-stage transformation process only at grid intersec-
tions. Map-coordinate pixels that do not lie on these intersections
are evaluated by linear interpolation between the four closest grid
intersections.

3.3 Land Cover Classification
3.3.1 Supervised ve. Unsupervised Techniques

The application of statistical pattern recognition tech-
nigques to Landsat multispectral scanner (MSS) data for the purpose
of land cover classification has become commonplace. Both super-
vised and unsupervised techniques have been employed to achieve
fairly accurate Level I categories.*’/

1/ Level I categories include urban, agriculture, rangeland, forest,
water, non-forested wetland, barren 1land, tundra, and permanent
snow/ice (Anderson, et al., 1976).
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The unsupervised approach to classification involves the EN
application of a numerical clustering algorithm which groups image ’
pixels into spectral clusters according to some metric distance,

P
o
Pl A.

usually the Euclidean distance from the pixel to the cluster mean. !i
These algorithms are usually iterative in that clusters are :\
redefined, merged or split after each pass and classification con- Rty
tinues until a stable result is obtained or some predefined number - h
of iterations has occurred. The resulting class map must then be qw
analyzed to assign each class to a cover type. Because of the X
multiple pass requirement, many unsupervised classifiers can be P
expensive computationally when applied to large data sets. A
%
The supervised approach requires that the analyst train the fo
algorithm to recognize each cover type to be classified. Training ﬂzf

P W

consists of identifying an example of the cover type on the image.
The statistical properties of the training sets are used to define
! decision boundaries which define the classification rule. Commonly
iy used methods to define the decision boundaries include Euclidean
distance, Mahalanobis distance and Bayesian maximum likelihood. The
last approach, while the most computationally expensive, is gene-
rally considered as the most accurate of the three and is the most
widely used. The maximum likelihood method seeks to maximize the

IO VR A®

. -
o T A

- - g o

' expression ﬁ
' ¥
iy *p (X1 )
p(i)*p(X|i) 2
where p(i) is the probability of occurrence of class i (the a \\
priori probability) and p(X|i) is the probability of occurrence of ‘Qk
observation ¥ given class i. Usually the a priori probabilities A
are set to one for each class, since sufficient information is not o)
available to do otherwise. This second term is simply the multi- ; Y
variate normal probability density A
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. 1 [4(z-9) T (-] 5

p(%]1)= (22 [s "/ze

‘ .,
=
where X is the vector of observed (pixel) values, u is the mean LAY
vector for class i,z:;is the covariance matrix for class i, Z:iis :

the inverse of the covariance matrixJE:Jis the determinant of the
covariance matrix and n is the number of image bands. In most
implementations the natural logarithm of the density function is
used to avoid the expense of the exponentiation operator.

o e e o

3.3.2 Landsat TM ve. MSS

® LTSN

“~
Thematic Mapper (TM) data has several theoretical advantages \*‘

over MSS in the application of multispectral classification tech- :ﬂ
niques. These are: "
-23- !
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o 30 vs 79 meter spatial resolution AL
o 8 vs 6 bit radiometric resolution PY
o 7 vs 4 spectral bands A
Whn
o
In practice, however, the results of applying conventional '&ﬁ:
classificaticn techniques to TM data have been disappointing. ™ 5£$h§
has proved to be slightly more accurate than MSS in «classifying
agriculture, rangeland and natural vegetation and slightly less _}r*‘
accurate than MSS in classifying suburban/residential areas. ;,‘ "
Because of its higher resolution TM is more apt to break the resi- gﬁﬁ#
dential category into its individi-t constituent categories (grass, :j ﬁd
forest, rooftops, roads). While technically accurate, this “ﬂﬁ
tendency is undesirable in most land-cover classifications. "
Why does TM not yield significantly higher classification b§f$
accuracy than MSS? Consider the advantages of TM as stated above. oy ﬂﬂ
The residential land use classification problem demonstrates that . n}
increased spatial resolution can be a mixed blessing using conven- }\ “{
tional classification techniques. It is unlikely that misclassifi- ”‘.'
cation of MSS data results from insufficient radiometric resolu- RSt
tion. This leaves the additional spectral bands of TM. The 120- ..ﬁ
meter thermal channel (band 6) has proved to be of little use for iy ?
classification. The two mid-IR channels (bands 5 and 7) tend to be ; .é
highly correlated with each other (.95 r?) and with the visible red ; r
channel (> .8 r2). The visible blue channel (band 1) is highly )
correlated (.95 r?) with the visible green and red channels (bands R
2 and 3). Thus the spectral dimensionality of TM data is not :{;:ﬂ
nearly as great as might be initially expected. This fact can be e
demonstrated numerically wusing principal-components analysis. Q§$3
Table 3.1 shows the results of a principal-components transfor- N
mation of a typical 6-band (thermal omitted) TM. Over 96 percent ®
of the total scene variance can be displayed in only two variables el
and over 99 percent can be displayed in three variables. g}"\s
) .l.
TM data require substantially more computer time to classify ;F 5&
than does MSS. A TM scene contains exactly four times the number of p:$ ﬁ
pixels in an MSS scene (standard TM digital products use a 28.5- ®
meter pixel compared to a 57-meter pixel for MSS). Assuming that RN
six TM channels are used the classification time would be six times P
as great using a Euclidean distance classifier or nine times as P2
great using maximum likelihood (time varies with the square of the N
number of channels for maximum likelihood). When the additional ﬁhxl
cost of the data is considered it appears that the cost effective- “.
ness of TM for general land-cover classification using conventional =~

5l

techniques may be questionable.

%

The problem does not lie with the TM data itself. A TM image . !
can convey much more information to a human interpreter than can an A _:
equivalent MSS image. However the dominant factor is the spatial .'
resolution of the data; conventional classification techniques ;
cannot take advantage of this factor. Skt'

N3

QRN
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TABLE 3.1: PRINCIPAL COMPONENTS ANALYSIS OF THEMATIC MAPPER DATA ‘5
ORIGINAL VARIANCE/CORRELATION MATRIX :
(v
aaD 2%
BAND MEAN 1 2 3 4 S5 6 ~
1 104.94 173.43 0.94 0.95 0.29 0.74 0.83
2 42.23 0.94 88.65 0.97 0.48 0.80 0.84 .
3 39.03 0.95 0.97 201.29 0.36 0.82 0.89 '
4 87.60 0.29 0.48 0.36 890.14 0.61 0.42 &J
5 84.92 0.74 0.80 0.82 0.61 2000.70 0.95 ;.
6 32.32 0.83 0.84 0.89 0.42 0.95 553.80 ét
[
LIST OF EIGENVALUES AND EIGENVECTORS .
* J
¢
VECTOR I TOTAL BAND \
NUMBER VARIANCE 1 2 3 4 S 6 -’
1 81.3765 0.1790 0.1409 0.2128 0.3624 0.7856 0.3929 s;
2 14.9036 -0.2010 -0.0693 -0.1973 0.8958 -0.1511 -0.3009 3
3 3.1397 0.5981 0.4099 0.5020 0.1979 -0.4274 -0.0192 :‘
4 0.3421 -0.1477 -0.0766 -0.1434 0.1507 -0.4177 0.8687 ﬁ
5 0.1846 -0.7292 0.2554 0.6334 -0.0150 -0.0381 -0.0126
6 0.0535 -0.1275 0.8580 -0.4920 -0.0638 0.0371 0.0016
t.
R
Some studies have indicated that the inclusion of one or more :f
texture channels can increase the classification accuracy of TM :
data. While this approach has not provided a dramatic increase in ;'
accuracy it certainly points the direction toward which research W
efforts should be moving. The full exploitation of high resolution :}
multispectral data such as TM and SPOT will require significant %{
advances in the areas of machine vision, image understanding and 11
artificial intelligence. A contextual classifier will have to con- :ﬁ
sider not only the spectral signature of a pixel but also the -“
spatial context in which it occurs in order to make the optimum 2
classification. f
s
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4.0 EVALUATION OF PC-BASED IMAGE PROCESSING/GIS SYSTEMS

Dramatic increases in performance of personal computers over the
last ten years has greatly expanded the range of applications to which
they can be applied. Many tasks which were in the past restricted to
mainframe computers can now be executed quite easily on an off-the-shelf
personal computer which can be purchased for under $4000. In terms of
processor speed, addressable main memory and amount of on-line disk sto-
rage, today’s PC rivals the mainframes of the not too distant past.
Thus it is now practical to build an image processing and geographic
information system around personal computer technology.

Under auspices of the Corps’ study, EarthSat evaluated two commer-
cially available PC-based image processing/GIS systems developed by
ERDAS 1Inc.2/ and Terra-Mar Resource Information Services, Inc.3/
Benchmark evaluations were conducted in June 1987, at ERDAS's office in
Atlanta, Georgia and at Terra-Mar’'s field office in Columbia, Maryland.
Both systems operate on Compaq 386 (or compatible) and IBM PC/AT (or
compatible) running under the MS-DOS operating system. In addition,
both systems utilize a 512x512x32 bit frame buffer connected to a high
resolution RGB monitor to display image, map and graphic data. The
evaluations of each system were conducted on an IBM PC/AT running at 8
mHz .

Although the ERDAS/Terra-Mar comparisons were conducted on PC-based
computers, both systems are also available on mini and mainframe com-
puters (i.e., SUN, VAX, and PRIME, for example). Functionalities are
similar from one computer configuration to another, although speed of
operations may vary significantly. 1In this sense the practicability of
image /GIS processsing on a microcomputer (PC) compared to a mini or
mainframe computer can be viewed as a three-dimensional trade off:

Processing Speed/Memory Capacity

Image Size/Data Complexity

2/ Earth Resou..«. Data Analysis Systems, Inc. (ERDAS), 430 Tenth
Street, N.W., Suite N206, Atlanta, GA 30318, (404) 872-7327), Telex
706327 ERDAS ATL

3/ Terra-Mar Resource Information Services, Inc., 1937 Landings Drive,
Mountain View, CA, 94043-0839, (415) Telephone (415) 964-6900, Telex
6503095788 M 7 W
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The most suitable hardware configuration thus is dependent on the appli- .'7'__\
cation, the user, and the user’'s tolerance in turnaround time.
Wy
The comments and comparisons that follow are based on findings in “‘-;.»
July 1987. 1t is realized that both ERDAS and Terra-Mar have active and "
ongoing software development programs and are continuously releasing oy
improvements and changes in their respective systems. Interested ]
readers are encouraged to contact the respective companies for wupdated v
information. The comments in this report do not imply an endorsement or "
recommendation of either system. :’::i‘::
K}
Although there are several additional manufacturers marketing .
PC-based image processing or PC-based GIS systems, the ERDAS and - ;’_
Terra-Mar systems are marketed as integrated turn-key systems. Further,
these two systems appear to be the most well known in the domestic .::-.'
market place. ERDAS introduced its first system in late 1980, while B
Terra-Mar’s systems were introduced in early 1984. ".
Wed
Preparatory to conducting the benchmark evaluations, comparison si..“:.'
criteria were developed as shown on Table 4.1, which provided guidelines !.‘v",
to be followed with each system. The results, presented in the follow- ‘]
ing pages, follow an 1l-point outline, first describing the ERDAS ’ ,::
system, then the Terra-Mar; comparison comments are generally included )
in the second system description. vg '
NS
TABLE 4.1: IMAGE PROCESSING/GIS SYSTEM COMPARISON CRITERIA : |‘
X
Hardware (Sections 4.1.1 and 4.2.1) ."
N
1. 80386 based system i
2. Co-processors g,
3. Optical disk S::
User Interface (Sections 4.1.2 and 4.2.2) "l“:
1. Structure e X
et
2. Default answers o~
3. On-line help :'
4. Batch processing setup e
rE
Image, Enhancement Functions (Sections 4.1.3 and 4.2.3) -..
vr‘._
w Y
1. Ability to handle Landsat MSS, T, and SPOT imagery v
2. Ability to handle AVHRR imagery oy
3. Contrast stretch T
4. Spatial filtering -
5. Ratioing -—_!
6. Principal component: linear combinations '_:r-:.-
7. 1Intensity, Hue, Saturation g
A
Image Classification Functions (Sections 4.1.4 and 4.2.4) "J,
[
1. Supervised and unsupervised classifications e
2. Training for supervised classification :-.i\
BN
X ’
(]
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X 3. Processing speed benchmark: Bayesian maximum likelihood '3,
¥ classification 85
t R
y o
K Georeferencing (Sections 4.1.5 and 4.2.5) :.;
?' ":’"-‘
’ 1. Geometric corrections/rubber sheeting :
' 2. Georeferencing of remotely sensed imagery R
.“ 3. Coregistration of multidate imagery )
N :h.
': Polygon Digitizing (Sections 4.1.6 and 4.2.6) \d
’!I ."-
¢ GIS Functions (Sections 4.1.7 and 4.2.7) "
' s
: 1. Overlay I
¢ 2. Zone generation :-I‘:
; 3. Attribute handling -ﬁ«.
A 4. Report generation i
¢ . a0
5. Optimal path routing °
. 6. Line of sight computation o
] 7. Post classification filtering to reduce the number of polygons .';\
Aty
. .f\
! IP/GIS Interface (Sections 4.1.8, 4.1.10 and 4.2.8) Yy
: Bl by
v .'C'\-
1. TUtilize GIS layers in classification process plh
; 2. Create GIS layer from classification e
gy
Hard Copy Generation (Sections 4.1.9 and 4.2.9) ::,‘
) v
>
1. Ability to produce high quality map output ¥
User Support (Sections 4.1.12 and 4.2.11) t
- +
o
1. Telephone support o
, 2. Software maintainance .::-.
1\ 3. Frequency and quality of software updates :.':
: 4. User group :'
5. Software tool kit for user developed applications TRF
) "3
-
,‘ r::(x
Because descriptive literature, brochures, price schedules, etc., ;'x"
are periodically revised, interested readers are referred to each o '
company for further information or materials. ". ’
\ Folluwing the referenced benchmark evaluations, a brief discussion :::-:;
is included on the recently released PC-ARC/INFO geographic information 0
' system developed by Environmental Systems Research Institute.*/ g
! 3
- 2
‘.'-::
.
s
-_:-;.
2 P
L ]
: 3
\ 4/ ESRI, Environmental Systems Research Institute, 380 New York Street, N
0 Redlands, CA 92373 (714) 793-2853 o
' -29- N
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4.1 ERDAS

Earth Resources Data Analysis Systems (ERDAS), Inc. is based
in Atlanta, Georgia; a satellite office was opened in August 1987,
in Rockville, Maryland. The company has been in business over
seven years providing consulting services and marketing turn-key
systems. Their current system, ERDAS version 7.2 operates on IBM
PC compatibles including the Compaq 386 and several minicomputer
systems including VAX, PRIME, Data General and Gould/SEL. ERDAS has
sold approximately 435 systems, 75 percent of which are PC-based.
Within the Corps’, there are currently 18 ERDAS installations, of
which 10 are PC-based. ERDAS PC systems can operate as intelligent
work stations to ERDAS minicomputer systems, as well as ARC-INFO
minicomputer systems, via a high speed IEEE-488 interface.

The ERDAS system is packaged into nine separately priced
software/hardware modules - Image Processing, Geographic
Information System, Tape input/output, Color Hard Copy, Polygon
Digitizing, Video digitizing, high resolution color scanning,
Topographic Data Processing (including Digital Elevation Modeling),
and a new vector graphics module called the Enhanced Graphics
Package (EGP). The base system includes a core module and either
the Image Processing or GIS module. ERDAS can provide a complete
turn-key system or the necessary hardware/software components to
convert an existing PC. ERDAS is also a distributor of PC-ARC/INFO
which is a vector based GIS produced by ESRI and tied to a rela-
tional data base, PC INFO, written by HENCO.

4.1.1 Hardware

ERDAS runs on an IBM PC/AT compatible or a Compaq 386 with a
minimum of 512 kB of RAM and an 80287 or 80387 math co-processor.
A minimum of 30 mB of disk storage is required but since a fully
configured system requires almost 20 mB to store software and
system files most users will require more. ERDAS can configure a
system with internal hard disks ranging from 30 mb to 260 mb. A
512x512x32 bit frame buffer, an RGB monitor and a joystick or mouse
complete the standard hardware configuration. The frame buffer can
display 8 bit images in red, green and blue along with eight inde-
pendent one-bit overlays and a cursor. The frame buffer supports
hardware pixel repeat zoom (2-16x), roam and fast histogram
acquisition. When the system also includes PC ARC/INFO, another 30
mb disk drive, an additional 128 K of RAM, and an EGA or CGA
monitor is required.

Optional hardware includes a8 9-track tape drive, coordinate
digitizer, color ink-jet printer, video digitizer, color film
recorder and an 800 mb optical disk and a 4K x 4K color scanner.
An 8 pen plotter can be included with PC ARC/INFO.
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" 4.1.2 User Interface

The ERDAS system is menu driven with a multiple level menu
structure. The main menu contains an entry point for each ERDAS

H module as well as a user defined menu. Menus are defined in edit-
! able ASCII files so the user can easily redefine the menu struc-
#y ture. The menu can be bypassed by experienced users by simply

! entering a program name rather than a menu item number. Online
help is available to provide information about any menu item as
i well as several general topics. At the menu level the system main-

# tains a command cache with the ten most recent commands entered.
R The user can scroll through these with the up/down arrow keys and
‘ edit them with the right/left arrow, insert, delete and backspace
4 keys.

i The system can be operated in batch (unattended) mode as
g well as interactive mode. The preparation of batch command files
% is facilitated by AUDIT mode and PREP mode. AUDIT mode automati-
b cally creates a batch command file during processing so that the

same steps can be repeated later or the file can be printed for a
hard copy file copy or a quality assurance audit. PREP mode is
gsimilar to AUDIT mode except that no processing is performed.

5 While in PREP mode the file system automatically generates an end-
! of-file condition for any disk read request so that no processing
N can be performed. Users must be conscious of this when developing

o their own applications so that all user interaction occurs before
the first diskread attempt. Audit files generated by PREP and

" AUDIT modes can be modified with any ASCII text editor. ERDAS
) programs may be interrupted allowing the user to use non-ERDAS
" programs without having to wait for the original program to be
¥ completed.

Within each program the user responds to a series of prompts
to specify the action to be taken. Most prompts provide context-
» sensitive default values which can be taken by entering a carriage
X return. If the user wishes to take all the default responses he
j may enter <CTRL>D to do so automatically. After the wuser enters

AR ¢
b S

o

~
<CTRL>D the program will pause if a prompt is encountered that has Qf
no default response. ‘
i ?- )
Before terminating a response with a carriage return the =y
F. user can edit it with the right/left arrow, insert, delete, and ?:
. backspace keys. e
- v ,‘:
y File system help can be obtained for any prompt requesting a ;
» disk file name by entering a valid MS-DOS wild card specification. NG
b This will result in the appearance of a directory listing of all '~
N files matching the wild card specification. The user can then =
2 select the desired file by using the up/down arrow keys to scroll ‘
0 through the directory.
y Any valid FORTRAN arithmetic expression can be entered in
‘; response to any prompt which expects a numeric response.
k:
V]
: -31-
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% 4.1.3 Image Enhancement Functions

% ERDAS can manipulate any 4, 8, or 16 bit digital images.
Q This includes Landsat MSS and TM, SPOT, AVHRR, aerial scanner data

and scanned black-and-white or color aerial photography. In order
[} to enter data into the system the user must have a tape drive or
have his tape converted to floppy disks. ERDAS tape input programs
can handle a variety of formats specific with the exception of the
X-format (band interleaved by pixel pair) and AVHRR programs. The
generic input programs for BIL, BSQ and BIP can accommodate
Landsat MSS/TM and SPOT formats. Image file size is not limited
by the 32 MB MS-DOS maximum disk partition size, only by the
physical limitation of the storage device.

B on

A 512x512 section of an image can be displayed on the color
monitor. The display program will perform an automatic linear
stretch of the image if desired. ERDAS automatically created a
decimated version of each image file greater than the 512x512 pixel
area. This allows the full image to be viewed on the display
screen for selection of full resolution windows. The image can

s o

P
- om -
-

K also be displayed with pixel repeat zoom. ERDAS requires less than
d 15 seconds to display three bands from a six-band image.
L Image-enhancement capabilities consist of contrast enhance-
L ment, filtering and multi-band combinations. All operations can be
" performed disk to disk so that the processing area is not limited
to the screen size.

3

Contrast enhancement techniques include "histogram equali-
5 zation" and an interactive intensity function manipulation program.
. Histogram equalization appears in quotes because this ERDAS func-
; tion actually performs a histogram dependent linear stretch. The
) histogram used can be acquired from the entire screen or any rec-
4 tangular subset. Histogram acquisition is accomplished quickly

through the frame buffer hardware. Interactive intensity function
' manipulation allows the user to interactively modify the intensity
transformation functions for the red, green and blue channels inde-

t pendently or simultaneously. The resulting functions are graphed on <
t the display screen. While this capability is powerful it can be :¢
) difficult to use and its usefulness is substantially diminished by a
the lack of a histogram display. Presently this display is only °

S available when printing out the file statistics. ™
o Image filtering operations include convolution with up to a fﬁ
16x16 kernel and the creation of a texture image which displays the -

» localized image variance. o
o

N Multiple band operations include band ratioing, linear band “,

‘ combinations and principal components analysis. Band ratios can be $=
X scaled by a user specified multiplicative factor. Principal com- ?:
N ponents images can either be scaled by specifying a multiplier or ;*
1 they can be automatically scaled according to the variance (eigen Hﬁ

value) of the transformed image. Statistics for principal compon- )
5 ents analysis can be acquired from any rectangular subset of the -
) image. However the system will not allow area selection from a :5
N oy
’
b -32- N
’
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displayed image, the coordinates must be entered through the key-

board, but ERDAS does a separate program called CURBOX to acquire

on screen coordinates.

* .'._l.

A new program, IPX, performs fast arithmetic operations on
images stored in the frame buffer. Operations which can be per-
formed include:

o x = f(x) Single band intensity transform
o x = f(x) op g(y) 2 band transform and combination
o Convolution

o Warping

f(x) and g(y) can be any wvalid FORTRAN function but they are
restricted to the range 0-255. "op" can be an arithmetic (+,-,%,/)
or a logical (AND, OR, XOR) operator. The convolution operation is
restricted to integer kernel coefficients. A standard library of
filters is provided and the user can add new filters or create new
libraries as desired. The warping operation performs a first order
coordinate transformation using nearest neighbor resampling.

4.1.4 Image Classification Functions

ERDAS provides a powerful complement of software to perform
multispectral classification. The supervised classification program
MAXCLS provides Euclidean distance, Mahalianobis distance, and maxi-
mum likelihood classification methods and allows the use of a
priori probabilities. MAXCLS can also generate an optional pro-
bability file which can be used to mask out pixels which have been
classified with low confidence levels. A chi-square table provides
threshold values for various confidence levels.

The ERDAS MAXCLS module is capaeble of classifying a 512x512
7 band image into nine spectral classes in 191 minutes on an IBM
PC/AT running at 8 mHz. ERDAS can perform MAXCLS on the entire
image file on the disk. Given & large enough disk this means
training samples from several subimages can classify a full Landsat
T or SPOT scene.

S

¢ & 4
YAy

-

e
3

Training sets for supervised classification can be defined
either interactively on the display screen using the mouse or joy-
stick or the scene can be digitized as polygons on a map with the
coordinate digitizer. The second option requires a georeferenced
image. After selecting each training area the user may elect to
view a parallelepiped alarm on the display screen. This highlights
the pixels which fall within the class parallelepiped as defined by
the training set minimum and maximum band values. The alarm is
performed on the displayed screen bands.

Another useful feature is the ability to extract training
statistics from an image using polygons which were drawn on a dif-
ferent sub-images or temporal image sets. Thus, a principal com-
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ponents or ratio image could be used to delineate training areas
which could then be applied to the raw bands for extraction of
multivariate training statistics. The different images must share
a common coordinate system.

Training set evaluation programs include ELLIPSE which plots
the equal probability ellipsoids on two-band scatter plots, SIGDIST
which computes a matrix of the Euclidean distances between class
means and CMATRIX which performs an actual classification on the
training set pixels and reports the result in matrix form. Utility
programs are provided which can combine signature files, delete
signatures from a file and combine two or more class signatures
into a single class.

One inconvenient feature of the system is that in order to
classify only a subset of spectral bands a copy of the image must
be created containing only the bands to be classified. This can be
time consuming and wasteful of disk storage.

Two unsupervised classification procedures are provided by
ERDAS. The module CLUSTR implements a two pass sequential cluster-
ing algorithm which groups pixels according to Euclidean distance
from the class mean. Clusters are automatically merged or split
based on user specified minimum cluster separation and maximum
cluster radius. The first pass acquires the cluster statistics and
the second pass performs a minimum distance classification. CLUSTR
can partition an image into as many as 255 distinct spectral
classes.

The module STATCL can partition an image into as many as 49
spectral classes. Classes are selected by moving a 3x3 window
through the images in search of areas which are spectrally homo-
geneous and separable from other classes. STATCL does not classify
the image but creates a signature file which can be wused by the
supervised classifier MAXCLS.

The module CLASOVR permits the simultaneous viewing of a
image and its associated class map. Two bands of the image can be
displayed in two color guns (red, green or blue) while the class
map is displayed in the third. Using a mouse or joystick, various
highlighting and toggling options are provided to isolate a single
class or range of classes. This option is particularly valuable in
assessing the results of an unsupervised classification.

4.1.5 Georeferencing

ERDAS supports control point driven geometric correction
using a first order (affine) coordinate transformation. They will
release a new rectification program using the n*® order coordinate
transformation. This will allow a user to select the degree of
accuracy or fit needed for a particular project. Nearest neighbor,
bilinear and cubic convolution interpolation options are provided.
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Resampling of images requiring significant rotation is accelerated
by segmenting the image into tiles. This greatly reduces the
input/output time required to perform a rotation.

A ground control point editing program is provided which
helps to automate the control point selection process. This program
accepts map coordinates from the coordinate digitizer or keyboard
and image coordinates from the mouse/joystick or keyboard. No
interpolative zoom option is available so image coordinates can
only be measured to the nearest whole pixel. ERDAS supports twenty
(20) different map projections so that almost any map can be accu-
rately digitized.

Multiple image mosaicking is facilitated by the program
STITCH which automatically combines images which have been refe-
renced to a common coordinate system. Mosaicking is performed using
a straight splice seam where the last image specified dominates in
overlap areas. There is not a straightforward method for radio-
metric matching.

4.1.6 Polygon Digitizing

ERDAS supports digitizing in point, vector and polygon
modes. Special software is provided to allow digitizing polygons
across multiple map sheets. Polygon digitizing is perhaps the
weakest part of the ERDAS system. Polygons must be digitized as
polygons so that common boundaries are digitized twice. Incon-
sistent digitizing of common boundaries is a persistent problem. It
can only be solved by over digitizing the first polygon so that it
infringes into the domain of its neighbor. The common boundary is
then digitized exactly for the neighbor. Since the polygons are
rasterized in the same order as they were digitized the result is
an accurate common boundary with no intervening gaps. For the same
reason, island polygons must be digitized last or they will be

overwritten when their surrounding polygons are rasterized. Digi-
tizing a complex map of polygons can only be accomplished with =&
tremendous amount of preliminary planning. ERDAS does offer PC

ARC/INFO which has an excellent digitizing package, so the user has
an option of digitizing data for the ERDAS system.

4.1.7 GIS Functions

ERDAS provides a raster based geographic information system.
GIS files are stored as a matrix of 4, 8 or 16 bit grid cells each
containing a class number. Class numbers are linked to a 1list of
class names and a color palette. Wraparound, a process of dupli-
cating colors assigned to lower number classes occurs for 16 bit
GIS files with values over 255. Attribute data can be 1linked to
the GIS file by using the summary program, but must be run more
than once for multiple file relationships.
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) The GIS module of ERDAS contains programs that include the jq:
classical concepts associated with GIS operations. A summary of w:j
the GIS programs appears below: ’n,

e
24 a Y]
: RECODE - this option permits the reassignment of class numbers :d%
: of any or all classes within a GIS file. ‘gﬁ
¥ '. .‘I
, o
OVERLAY - this option combines up to four GIS layers with h:b
either the maximum or minimum class value dominating. Each )

. layer can be recoded (assigned new class values) prior to the -3
\
overlay process. Nty
| INDEX - this option combines up to four GIS layers using a R j
; weighted sum algorithm and optional recoding of each layer. W
‘ 0
MATRIX - this option combines two layers by assigning a unique ,-25
) number to each possible combination of class wvalues. Each %¥
layer can be recoded prior to combination. ﬁ&v
(]
SEARCH - this option performs proximity analysis on a GIS :ﬁﬂ

layer. It can be used to generate buffer zones around classes ®

of interest such as streams, roads, etc.. S

5.{ Pu
St

CLUMP - this option performs contiguity analysis on a GIS
layer. It locates clumps of contiguous cells according to a
user specified connectivity radius and assigns a unique
identifier to the contiguous cell polygon.

-

%-

Ky

: SIEVE - this option screens out clumps which do not meet a
; user specified size criteria.

IO I

AGGIE - this option aggregates a GIS layer to a coarser grid

(]
cell. The new grid cell must be an integer multiple of input P
cells. The dominant value is assigned to the output cell )
unless an optional priority class occurs in the cell. This i:P
allows point and linear features to be maintained during the ed]

aggregation process.

% S
o

SCAN - this option performs filtering on a GIS layer. The size

e
and shape of the filter domain are user specified. The filter ;ﬁd
techniques include sum of class values, average class value, NN
maximum value, minimum value, median value, majority wvalue, :n:
minority value, total number of values, density, diversity, oy
and boundary detection. e

SUMMARY - this option performs a cross tabulation report of
two GIS layers listing class names and area statistics.

GISEDIT - this option permits interactive editing of a GIS
file displayed on the color monitor. The editing process
involves local recoding of GIS cells. The area to be recoded
can be delineated by points, vectors or polygons drawn on the
display screen via the joystick.
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1# Linking the different GIS programs can produce sophisticated .
¢ statistical and Boolean map modeling as well as producing tabular ;
' and graphic results associated with relational vector GIS programs. :
y Unfortunately, the procedures may not be as easy as a vector .,
. approach. With interface to ARC/INFO the raster files can be oy
N transferred to PC ARC/INFO and the user can have access to the 2
5 capabilities associated with a vector GIS that has a topological N
k) structure and a relational data base schema. ’
¢ g
:: 4.1.8 IP/GIS Interface ':‘
? 4
ﬁ Output from all ERDAS multispectral classification modules q&
i is automatically generated in GIS file format so that it can be ¢%
processed by any GIS module and combined with other GIS layers.
4 Image and GIS data can be combined using the module MULT which !W
B} performs a multiplication of an image and a GIS layer. MULT can be o
g used to mask image area outside a region of interest. 3&
' 0
ﬁ GIS layers can actually be used as image bands in the clas- ,N
sification process although the procedure for doing so is not Sx
: straightforward. By changing the filename suffix of the GIS layer g
K from ".GIS" which designates a GIS file to ".LAN" which designates 3ﬂ
> an image file, the GIS layer can be treated as an image and copied oYy
[ into a file already containing a multiband image. The interface :}
:; aliows for statistical programs in image processing to be used with %)
| the GIS files. This capatbility allows for statistical modeling not ik
X generally associated with a vector GIS. :}
g
¢
& 4.1.9 Hard Copy Generation ﬁ‘
8 )
' ERDAS supports color hard copy generation through a color X4
j) ink jet dot matrix printer. This device is rather slow and multiple o,
3 panels are required to print large areas. Both image and GIS files :'
0 can be printed in this manner. LS
4 =
b. Film products can be produced through an optional film t'
recorder which can produce copies of a 4096x4096 array on 35mm, 4x5 '
¥ or 8x10 film. .
o
k. ERDAS does not support a pen plotter interface, but with the 2'
33 ARC/INFO interface the user can convert raster files into vector :\
o files and use PC ARC/INFO with an 8 pen plotter. Y
[ LLy
h 4.1.10 The ERDAS-ARC/INFO Link 5
i 3
o The ERDAS-ARC/INFO link, shown in Figure 4.1, provides a -
) process to convert ERDAS GIS files into ARC coverages (raster to :x
vector) and to convert ARC coverages into ERDAS GIS files (vector *
N to raster). The conversion and exchange capabilities will allow )
. analysis (such as attribute modeling using a relational data base, X
; polygon overlay, and clipping) of raster ERDAS files in ARC vector “3
)
0 0
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5 format. ARC’s sophisticated digitizing capabilities can be used to aﬁ
D capture data in ARC vector files and then converted to ERDAS raster !
b GIS files. (Also, the ability to display ARC coverages over ERDAS B
lﬁ digital imagery will allow timely updating of cartographic data- e
bases through change detection.)
2 A \
:{ At this writing, raster-to-vector and vector-to-raster ol
:: conversion routines are available. In current development is an o
R enhancement to allow user access to both ERDAS and ARC/INFO com- ﬂ$
f mands via Techtronic terminal emulation. The result will enable n I

vector mapping with related attributes overlaid on color imagery.

]
b=

~

¢ The PC ARC/INFO software consists of seven modules. The

(]
2
{- software packages have the following capabilities listed below: aﬂ
b o
R
! &
o Cartographic data base generation and management. :a
’ \
3 o Digitizing, editing and updating of cartographic data; ;&
ﬁ conversion of data from other formats; and capability of ; }
: reading and integrating scanner data into a data base. '§
! E
o Tabular data base generation and management - tabular ’ :
i data entry and update, file management, statistical :\‘
W analysis, and tabular report generation. |"
\ ,
’. "
K o Cartographic analysis - interpretive mapping, digital :1
" terrain analysis, polygon overlay, point-in-polygon Y

calculations, buffer, and other types of map analyses.

l“'}'p

- -
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o Cartographic display - polygon, line, and point mapping,
labeling and map annotation, in hard copy as well as
interactive display.

0 Query capabilities - searches of given areas for carto-
graphic or tabular data related to those areas; searches
for areas with given set of characteristics.

o ERDAS interface allowing raster data to be converted into
ARC files and the vector data transformed into ERDAS
raster files.

The PC ARC/INFO software can provide a user with a range of geo-
processing capabilities. These can be grouped into three basic
categories:

o Map automation - programs for the entry of x, y coordi-
nates and related attribute information of map elements
{points, lines, and polygons).

o Data manipulation, analysis, and management - programs
for interactive modeling, distance search, map overlay,
optimum corridor location, statistical analysis, and
other functionms.

o Output and display - programs for making displays on
graphic terminals, printer maps, and pen plots in black-
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and-white or color, and other products. Tabular date can SN
| be listed in a variety of report formats. w
.. -\ I
-:::
y }
The PC ARC/INFO system offers the technological means of SnX
managing multiple and wide ranging types of spatial and statistical ;Lw
data. The GIS and Data Base Management System (DBMS) components of jt'
Y PC ARC/INFO’'s integrated series of products provide map digitizing, 73
: data transfer, relational data base management, map overlay, dis- :?c‘
: play, query, interactive graphics editing, address geocoding, and ?Qy
network analysis. The programs are flexible. The software pro- oy
; vides device independent drivers to permit users to select from a g%
R variety of standard display monitors, digitizers, and plotters. R
o e
v :
PC ARC/INFO can organize, store and provide a research base :;,t
{ for geographic data. It can compare, integrate, and combine dif- g
ferent data sets, e.g., census data, land use data, highway/network ”-
information, property value data and natural resources attributes. %;
> The programs offer the user the ability to perform various types of }{:
’ cartographic analysis and display, such as land suitability/- :E#'
. capability studies demographic trends, flow analysis and related ﬁﬁ
inter-locational analyses. 5}”
. 4
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o 4.1.11 Future Products

-
v -
"

b

ERDAS has recently released a vector graphics module for

. its PC based system only. This module will allow a relational data !L’
¢ base of graphics symbols, text and attributes to be linked to a GIS T
Y file or image and displayed on the color monitor. Graphics symbols :Qi

¥ and line styles can be designed by the user and can be displayed at Pt

; any scale and rotation angle. Text fonts, color, scale and rotation :
A angle are also user selectable. .'
[ ¢ 7 g
s Although this module is powerful and permits high quality %N
X graphics annotation, it involves a complicated and cumbersome pro- &}
Ky cess to create the required support databases, but according to o
; ERDAS the process is being simplified in the next release. 1?
f a
I The next release of ERDAS will contain a disk roam function !f
&i which will permit scrolling through an entire image, regardless of é
?' size, under mouse control. Pull down menues and 3-D image display 'kﬁ
Q are other significant features being developed. i
'. i
R W

" 4.1.12 User Support 4
¢ )
b. ERDAS provides a 90-day warranty period during which time h:
s telephone support is available. After the 90-day period telephone ;
W support is only available on a yearly subscription basis which also N
v provides all software updates, new documentation, and new releases. :“
Nonsubscribers, however, may submit queries and bug reports to o
‘j ERDAS in writing. ERDAS warrants its product in writing for any &.g
\ logic errors in the software. ERDAS also supports and coordinates e
Y an ERDAS User Group which holds annual meetings to discuss and Ity
v exchange technical problems, ideas, and applications. A newsletter =3

% is published by ERDAS for information exchange between ERDAS and 2
. users. "
A,
A Custom applications which adhere to the ERDAS user inter- '5}
y face can be created using routines and procedures available in the NS
- ERDAS tool kit. The tool kit, written in FORTRAN 77, includes o
libraries and macros for compiling and linking user-developed code ; '

ol with the system. The tool kit includes a Programmer Reference :

§ Manual. Qg,
A §
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4.2 Terra-Mar

Terra-Mar Resource Information Services, Inc. is based in
Mountain View, California with field offices in Houston, Texas,
Denver, Colorado and Columbia, Maryland. The company has been in
existence for over eleven years, and for three years has marketed
PC based image processing and, more recently, a separate geographic
information system. Their current system operates on IBM PC/AT,
SPERRY PC/IT, and Compaq 386 and compatible hardware. Terra-Mar
also markets specialized software packages for geophysiscal data
processing as well as a variety of value-added services. Terra-Mar
has provided over 100 PC-based installations with one or more image
processing GIS, or geophysical software modules. To date, most of
Terra-Mar’s installations are in various private sector organiza-
tions, principally extractive resource industries.

The Terra-Mar system consists of an image processing module,
MicroImage, and a vector based geographic information system,
Terra-Pak. A third module, T-mapper, is a multifunction contour
mapper not included in the present evaluation. A Digital Elevation
Modeling capability will soon be released. Each is separately
priced and can be run as a separate independent system. Terra-Mar
provides turn-key systems or upgrade kits to convert a customer’s
PC into an image processing/geographic information system.

4.2.1 Hardware

Microlmage runs on an IBM PC/AT compatible or a Compaq (or
other) 386 with a minimum of 512 kB of RAM and an 80287 copro-
cessor. Terra-Pak requires a 32 bit (M68000) coprocessor card with
4 mB of RAM. This coprocessor card plugs into the backplane of the
PC and uses MS-DOS to provide file handling functions. The combined
IP/GIS system requires about 10 mB of disk storage for program
files. A 512x512x32 bit frame buffer permits the display of 8 bit
images in red, green and blue along with 8 independent one-bit
overlays and a cursor. A mouse is used for wuser control of the
cursor. The frame buffer supports hardware pixel repeat zoom
(2-16x) and roam and fast histogram acquisition. A 14 or 19 inch
high resolution RGB monitor is used for image and graphics dis-

play.

Optional hardware includes a 9-track tape drive, coordinate
digitizer, color ink-jet printer, video digitizer, color film
recorder, optical disk and pen plotter.

4.2.2 User Interfsce

The Terra-Mar system is also a menu driven system. The tree
structure of the menu does not have the same logical groups as he
ERDAS system. Many dissimilar functions are grouped into one large
menu, and no online help is provided.
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The system can be operated from a standard MS-DOS batch e ‘
command file but no automated facility is provided for creating Y
such a file. This can be accomplished using any ASCII text editor 5!‘1
and knowledge of the proper command sequence. ld&

o

Within each program the user responds to a series of prompts o

to specify the action to be taken. Default values are seldom pro- 3;
vided. Command line editing can be performed prior to pressing the g:“
carriage return by using the right/left arrow, insert, delete and .
backspace keys. &ﬁh

o ]
File system help can be obtained by entering the file quali- IR

fier desired. All files with names ending in this qualifier are
then listed at the terminal. The user can select the desired file

PN
&*‘l'ﬁ
4 ,

5

by using the up/down arrow keys to scroll through the list. : ¢$
o '
®
4.2.3 Image Enhancement Functions &
i
Terra-Mar can read Landsat MSS and TM, SPOT and AVHRR data ?’ﬂ
tapes. All image data is stored and processed in 8 bit format. N
Image size is not limited by the 32 mB DOS partition size, rather ;.
only by the physical limitation of the storage device. Terra-Mar °
can store and access a full TM scene given sufficient disk space. §~
B!
A 512x398 section of an image can be displayed on the color 5fh‘
monitor. The rightmost 114 columns are reserved for various pur- upg\
poses such as histogram display, intensity table display, etc. Yo
The display program can perform a variety of contrast stretches ®
including linear, true histogram equalization, exponential and )
logarithmic stretches. Bands can also be created as ratios; the l\jw
band ratioing capability resides within the image display module. ﬁ:’f
Ratios can be scaled via a multiplicative factor and the system Qﬂ:
will suggest an appropriate factor. Images can be displayed at full :ﬁf
resolution, decimated, or with pixel repeat zoom. Terra-Mar auto-
matically creates a decimated version of each full scene image. e
This allows the full scene to be viewed on the screen for the ::35
selection of full resolution windows. Image display on the Ty
Terra-Mar system is significantly faster than on the ERDAS system. ek
N
All Terra-Mar image processing functions process only the "
image area currently displayed on the display screen. No disk-to- N
disk processing is performed. Thus the system is incapable of full ‘;}(
scene image enhancement or classification. This is a major 1limita- 3’:_
tion which, according to Terra-Mar, will be addressed in a future ::E.
software release. AN
®
In addition to the contrast enhancement options built into K:Q“
the display routine, Terra-Mar provides an interactive intensity NN
function manipulation program which is similar to the one provided n;\
by ERDAS. The Terra-Mar version is more useful in that the histo- Cyﬁ}
grams of the bands are displayed along with the intensity transfor- ROy
mation function. Terra-Mar’s contrast enhancement module does not ®
allow the use of a subimage area for histogram acquisition; histo- Cf}«
grams are always taken from the full display window. e
DI
)
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Single band images can be pseudo-colored using & dynamic
density slicing program. This provides a flexible mouse interface
to control the gray scale range and color. The resulting color bar
annotated with gray values is displayed in the right hand portion
of the screen.

While the ERDAS system presently allows up to a 16x16
kernal, the Terra-Mar system’'s image filtering is limited to con-
volution by a 3x3 kernal (to be upgraded in their next release).
The filter coefficients must be integer values and there is no
provision for post-filtering scaling.

Multiband operations include band ratioing (in the display
program), principal components analysis, RGB (red, greem, blue) to
IHS (intensity, hue, saturation) and IHS to RGB transformationms.
No general linear combination (user defined weights) is provided.
Statistics for principal components analysis can be acquired from
any rectangular subset of the image.

RGB to IBS and IHS to RGB transformations are excellent
tools for image enhancement. For example, an image can be trans-
formed into IHS space, its saturation can be increased and the
result can then be transformed back into RGB space for display on
the color monitor. These modules can also be wused to sharpen a
multispectral image with a higher resolution panchromatic image by
transforming the multispectral image to IHS substituting the pan-
chromatic image for the intensity and transforming back to RGB.

4.2.4 Image Classification Functions

Terra-Mar provides supervised and unsupervised parallele-
piped, unsupervised Euclidean distance, and supervised maximum
likelihood classifiers. A prieri probabilities cannot be used with
the maximum likelihood classifier and no probability file is gene-
rated. Instead the user must specify a minimum probability level
for each class. Pixels falling below the minimum level for all
classes are designated as unclassified.

Terra-Mar's maximum likelihood classifier requires 187
minutes to classify a 512x512 7 band image into 9 classes on an IBM
PC/AT compatible computer running at 8 mHe.

Training sets for supervised classification are defined
interactively by screen digitizing polygons. The color for each
class is determined when the training area is defined and there
does not seem to be a mechanism for changing the color assign-
ments.

The unsupervised Euclidean distance program allows the user
to specify initial seed values for clusters. This is a useful
option which enhances the effectiveness of the clustering process.
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As in the ERDAS system, training sets can be viewed along ﬁr’
with two band scatter diagrams to get a visual feel for class z'f
separability. Terra-Mar, however, provides no quantitative separ- e
ability measures such as the contingency matrix or distance between .9
class means. o
& -
q}
Terra-Mar provides an interactive pixel slicing classifier :,.:
which is, in essence, a three band color density slice program. The ~¥.‘
mouse is used to interactively highlight gray scale ranges in each &)
of the three colors. Up to eight classes (red, green, blue, yellow, -®
magenta, cyan, black, white) can be designated through the inter- Pk
. \.}N
action of the colors. e
&:“u
Class maps can be viewed along with a color image through :3
the used of the FADE module. FADE allows a three color image can be w0y
displayed along with the class map. Terra-Mar displays the class 9.
map in the overlay channel rather than using one of the three pri- ﬁ%
. . Ny
mary color channels. FADE uses a mouse interface to interactively Wy
select the class(es) to be highlighted and to fade the color "A
. . : . . Y
intensity so that the background image shows through the graphics ,_ﬂq
overlay. In
9o
.:.'i
4.2.5 Georeferencing I
<

Terra-Mar supports control point driven geometric correction

- &
ez

using a 1-5 order coordinate transformation. Nearest neighbor and A
cubic convolution interpolation are provided. A control point pro- @
gram, called (GEOCODE), is provided which allows the interactive H:\
selection of image-image or image-map control points. Map control QJQ
points are selected using a coordinate digitizer. As with the et
ERDAS system, no interpolative zoom option is provided for more a;t
accurate screen digitizing of control points. s
[
Terra-Mar does not provide an image mosaic program as is :“ii
available on the ERDAS system. o
.-::.‘-
e
f_'f\'
4.2.6 Polygon Digitizing ik
®
The Terra-Pak module supports coordinate digitizing of Qii‘
points, vectors and polygons. Polygons are digitized by individual 2ftf
arcs which cross at node intersections. The arcs are automatically =i}‘
clipped at each node and assembled into polygons by Terra-Pak. The S
user is not required to digitize individual nodes or to enter left R
and right hand polygon designators. Each polygon is given a unique L]
identifier by the system so that the user can assign attributes to N
it. Island polygons are automatically handled without the necessity t}“’
for pipestem links. :n:\‘
ANAS
The Terra-Mar digitizing interface is superior to that pro- M
vided by ERDAS and appears comparable to the ARC/INFO digitizing bt
interface. :ﬁ*.
]
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4.2.7 GIS Functlons

Terra-Pak is a vector based GIS developed by Forest Data
Consultants which utilizes a proprietary relational database to
store and manipulate attribute data. All spatial data layers and
attribute data are stored in a single database. Terra-Pak main-
tains a log of all database transactions which can be reviewed at
any time.

o Y YN
-

Up to 10 attributes can be associated with any map feature.
Attributes can be integer or floating point numbers, character
strings, dates, vectors or 2-D or 3-D matrices. Vectors and
matrices count as a single attribute towards the limit of 10.
Attributes are automatically transferred into any derivative maps
created by Terra-Pak.

GIS analysis functions consist of filtering, zone generation
and overlay. These functions are specified through the use of an
English-like query language. Individual steps are required for
query compilation, data extraction, filtering, =zone generation,
overlay and map generation. This process is currently very cumber-
some but, according to Terra-Mar, will be streamlined in a future
release.

%
L 2

o

The filtering process allows the deletion of map features by
specifying Boolean conditions for attribute data. The Boolean con-
dition can be quite complex allowing for sophisticated filtering
function to be applied in a single pass through the map layer.

FELL AL ATVD
Sk Sl e )

Zones can be generated around any point line or polygon. In
the case of polygons, zones can be generated inside or outside of
the boundary. Different zone widths can be employed for different
features in a single pass.

LY
N
"
»

[e®

>

1 22

Any number of map layers can be overlaid in a single pass.
Boolean and arithmetic operators are used to control the overlay
process.

~
v
1

»

R T e ]

S DL
P AL

Map output is generated on a pen plotter or displayed on the
color monitor. Color and shading is user specified and a legend can
be created automatically. Map scale is also user selectable.

. 5
r

’
h

IJ;'I;).

Terra-Pak can produce tabular summary reports including
acreage and attribute data. Reports can be sorted and can include
subtotals.

Y. -‘";‘.:'

-

4.2.8 IP/GIS Interface

Its major limitations are 4its wuser interface and its
inability to handle map projections other than UTM. While ERDAS has
interfaced its image processing, raster GIS and ARC/INFO's vector
GIS, Terra-Mar has not yet implemented an interface between the
MicroImage and Terra-Pak modules. This, however, is presently
being developed for future release.
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4.2.9 Hard Copy Generation

Terra-Mar supports hard copy paper output through a color
ink jet printer similar to that supported by ERDAS. Film products
can be produced through an optional film recorder which can produce
copies of a 4096x4096 array on 35mm, 4x5 or 8x10 film.

Terra-Pak uses a multi-pen plotter to produce high vector
quality map output.

4.2.10 Future Products

Terra-Mar is currently working on a new release of Micro-
Image which will allow full scene image processing, digital terrain
data processing and an interface to the Terra-Pak system. A future
release of Terra-Pak will contain a revamped user interface and an
interface to Microlmage.

4.2.11 User Support

Terra-Mar provides a one-year warranty period during which
time software updates and telephone support are provided free of
charge. After the one-year period this service is available on a
subscription basis. Software revisions and updates are distributed
twice yearly.

Also available as a purchase option is a Terra-Mar image
processing software tool kit package with documentation. Sub-
routine code, written in FORTRAN and assembler code, is provided to
users to integrate their own programs into the Terra-Mar system.
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P 5.0 ROLE OF REMOTE SENSING AND INFORMATION SYSTEMS IN SPECIFIC TASKS ¥
' gt
' This section addresses the role of remote sensing and information °
4 systems as they relate to specific tasks associated with hydrologic and e
h flood-damage analyses. The discussion begins with the conviction that i~*
i the Corps of Engineers must have ready access to PC-based, desk-top ﬁyx
' workstations with strong GIS capabilities and, ideally, inclusion in =& Al
' local, district, or national level-network jllustrated by Figure 1.1. \\b

Key points developed in the discussion are summarized in Table 5.1.

?,
3 &
! S.1 Develop Flood Frequency Serles Through Statistical Analyses JW
t of Stream Gauging Records "J
A frequent requirement in hydrology is the development of ‘.'
) estimates of the 2-, 5-, 10-, 20-, 25-, 50-year, etc., floods for a '
! point along a river. If good streamflow records are available, :'* N
K analysis of historic floods is an attractive approach. If the Arx
h length of the gauge record is sufficient and the gauge is located e
: at the point of interest, the only role of remote sensing would be kﬁ‘
to determine whether there have been significant shifts in water- ‘®
shed land use or in the stream during the period of record. <o
Historical photography and satellite imagery of the last decade is RN
: generally available for this purpose. A 5{
e 'ﬁ
As a quantitative indicator of significant land use change K h
during a period of record, the historical imagery could be used to '.‘
h estimate coefficients such as the SCS curve number. Even though s
the adequacy of the curve number can be questioned, a major change -}?’
. during the period of record could indicate a need to adjust the }é:
! flows while relative constancy in the curve number could justify )ﬁ*{
) use of the record "as is" even though there may have been some Qi
development. ;
) bt
The key to this argument is that a watershed can experience hﬁ?-
some levels of land wuse change without producing a measurable 'Qﬁ
. impact on the flood frequency curve, especially the lower return :: )
: periods such as the 20-, 25-, 50- and 100-year events. Some water- :553
sheds near major urbanizing centers may have stream flow records PY
. extending back 40 or 50 years which should give a sound flood fre- j:ﬂ
! quency series. However, these watersheds can be undergoing Q?'
*step-function” land use changes over a period of two or three a7
years. Although imperfect, hydrologic models using land use based -:5
input parameters defined by remote sensing techniques can be used -
to investigate the seriousness of the land use changes on the reli- ;
ability of the "total period” flood frequency curve. N
: 3
> More often, the stream gauge is not at the point of interest }:}'
L and sometimes not one gauge has an adequate record anywhere in the :}{
f’ watershed. 1In these watersheds, one or more gauges in the region a:i
must be analyzed and the results transposed to the point of 6
v interest. In such cases, remote sensing and GIS can be very ~a
: important tools. Remote sensing can be used to define the land- ﬁ\
[ Y
: |
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cover differences that must be considered. The GIS is needed to
define differences in watershed shape, topography and soil con-
ditions.

The networking capabilities of information systems can be very
important aids in developing flood frequency series from stream
gauging records. The archived streamflow data of USGS (WATSTORE)
and the USDA Water Data Laboratory can be wvaluable and can be
directly accessed by the hydrologist’s personal computer through a
modem.

Further, the EPA Reachfiles can be directly accessed and can
provide considerable information about conditions upstream from a
gauge. The USGS WATSTORE system is limited at present because it
does not maintain direct access to hydrographs at time increments
of less than one day.
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' [
"::: 5.2 Use of Models to Estimate Runoff from Single Events and to N
:;‘: Estimate Stage Along a Stream Network )
Wh
" The thrust of this discussion is the use of HEC-1, or HEC-1F X
e in combination with a channel routing component such as DWOPER, to L
ph compute the hydrograph produced by a real or synthetic storm. The i'
ﬂy hydrographs may be inputs to subsequent analyses, or, in the >
}q absence of stream gauging records, they can be used to develop a 5‘
?L. synthetic flood frequency series. ?ﬂ
o First, remote sensing and GIS can be used to develop estimates b,
a of the rainfall excesses required for HEC-1. These tools are best =
, suited when the SCS Curve Number option is adopted by the user, if ,s
Lo the user recognizes the sensitivity trade offs illustrated by b2
?: Figure 2.12. Further, region-growing capabilities in many GIS’s -
- can be used to isolate the watershed boundary if the behavior indi- -
cated by Figure 2.11 is recognized. This region-growing capability '.
:‘ can be very attractive when there are several watersheds involved
LY or when a structure under study may be moved up or downstream N
o several times during the decision-making process. The elevation tj
L data should be in a digital format to be of greatest value. The ~
o USGS 7-1/2-minute digital terrain tapes with a 30-meter resolution {n
: are sometimes available for the area of interest. 21

When the USGS data are not available, the digitizing modules

of many GIS's are efficient enough to allow the digitizing of ,Q

contours from 7-1/2 minute or larger scale maps. The digital .

traces of the contours can then be interfaced with region growing o

capabilities to define grid-cell elevations as illustrated by L

’~ Figures 2.8, 2.9, and 2.10. If better than 1:24,000 accuracy is i'
» required, aircraft stereo pairs or airborne laser mapping <.

;3 techniques can be used to develop the elevation data. ;ﬁ
. -
?" If the Snyder approach to hydrograph definition is selected, o
the distance along the stream to the centroid of the watershed can /

X readily be determined with the GIS. The centroid can easily be :.
o~ determined with a grid cell data base by taking moments about an X oy
'y and a Y axis located outside the watershed boundary. Line :f
N following along the vector trace of the stream can move up from the O
- watershed outlet and list the distance to the point opposite the )
- centroid. Also, it should be possible to relate the slope/storage .
\‘ and peak discharge coefficients to watershed characteristics that x,
" can be measured by remote sensing techniques. The Denver Yy
1$_ Metropolitan Council of Governments, for example, used stream flow ::
'ﬁ. records from their region to develop estimates of these -
- coefficients in terms of percent of imperviousness. i'
o If the Clark time-area curve optionr is selected for hydrograph :ﬁ
) definition, region growing and, in parallel, flow path delineation .

z as illustrated by Figures 2.4-2.8 can be used to develop the et
) required times of travel as shown in Figure 2.9. The wutility of f

these travel times and sub-basin delineations would have to be .

. analyzed in terms of Figure 2.11. If urban watersheds were ey
A
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involved, it should be possible for HEC to modify the Clark method
along the lines of ILLUDAS which uses time-area curves for the
impervious and pervious portions of the watersheds.

With a good GIS, the Corps of Engineers could use remote
sensing to separate the pervious and impervious segments of the
watershed and then apply region growing to generate the necessary
time-area curves. Further, the remotely sensed land covers could
be used to estimate the overland-flow roughness coefficients needed
for flow times if the area is relatively small.

If HEC-1 is calibrated against hydrographs collected from
watersheds in the region, remote sensing and GIS can be wused to
quantify similarities among the watersheds. Again, such GIS
definable quantities as curve number, slope, shape, channel
lengths/structure, etc., can form the basis for transferring data
from one basin to the other.

HEC-1 defines a hydrograph at the outlet of a watershed. 1f
several subwatersheds are involved or if the consequences of a
hydrograph at some point downstream must be assessed, a channel
routing model must be interfaced. DWOPER is an example of such a
model and is representative of those state-of-the-art approaches
that use the differential form of the complete continuity and
momentum equations. To be of any real value, the results of DWOPER
must be based on realistic channel cross sections, roughnesses and
local inflows.

Aircraft stereo pairs or airborne laser mapping can provide
the required accuracies. Figures 5.14 and 5.1B are examples of
stream crcss sections obtained with an airborme laser system by the
Waterways Experiment Station. The Corps’ evaluation of airborme
laser mapping produced cross sections that were within five inches
of surveyed profiles in open areas and with 19 inches in forested
areas. Thus, cross-sections defined by a future operational
aircraft laser survey could be of significant value, especially if
the images are obtained during low flows and there are significant
over-bank flows.

Local runoff entering along the stream network can be signi-
ficant. The region-growing techniques discussed above could be
extremely valuable if large numbers of routing reaches are
involved. The discussions associated with HEC-1 apply to the
analysis of these watersheds distributed along the stream network.

When the results of HEC-1 or HEC1-F have produced a peak dis-
charge, HEC-2 is used to compute the water surface profiles along
the channel system if a steady-state condition approximation can be
accounted. An alternative is to use a dynamic model such as DWOPER
and interpolate along the transient water surface profiles to
define the critical stages. Either way, all of the discussion
associated with HEC-1, HEC1-F and DWOPER is applicable to the water
surface profile problem.

-53-

f "
Pty

r

R A
ey

N I
L]
S .‘\I\)"/‘ Y

RIS
1"\ 4

1
He

P o
2

Ps

»

7,
Y

.'ggﬁ

P
2 %%

R AR AR AR

Py { ..{..{

{_.r'../_ {
AN

N T T



Comparison of Airborne LASER Survey Line
with g Photogrammelrically Derived Profile
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The water-surface elevation is the key driver in an array of
decision-making scenarios encountered by Corps personnel. Because
these elevations are tied to economic projections and flood damage
losses, they must be extremely accurate. In this situation, the
role of the spatial distribution of cross sections and roughnesses
become critical. The GIS can be invaluable in the management of
the data. Airborne laser mapping or stereo pairs appear to be the
most promising options for defining the cross sections. Low-
altitude aerial photography or color video could be used to locate
obstructions and to aid in estimating the roughness coefficients.
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5.3 Real-Time Flood Forecasting

The discussion presented above concerning HEC-1 and DWOPER
applies also to real-time forecasting with HEC1-F and DWOPER. The
' complexity of real-time forecasting is increased by the additional
requirement to calibrate to current conditions and project the
" operation of the models into a series of future time steps. This
o section includes discussion of these "real-time" aspects.

The first problem centers on the tempcral and spatial dis-

t tributions of the rainfall. The capabilities of Radar and inter-
faced reporting rain gauges are presented elsewhere in this report.
: Use of a GIS to manage and convert point measurements to cell-by-
il cell estimates using region growing could be extremely valuable.
. As in Oklahoma, tracking rainfall before it actually arrives on the
, watersheds of interest could be valuable in providing additional
k time for initial condition calibrations.
0
2 In arid or semiarid regions, AVHRR and GOES can be developed
? into tools that would provide important relatively broad “indices”
B that reflect initial conditions. For example, weekly tracking of a
" vegetation index could provide a indication of the general state of 9
: the soil moisture. Such an approach would not attempt to estimate Hﬁ
N the real volume of moisture in storage, but rather, would aim at a o
AN series of indicators ranging from very dry to very wet. Surface ?:
. temperatures obtained from GOES might be used in conjunction with {'
o AVHRR to develop some form of watershed moisture indicator. "y
o
': An indication of the role of soil moisture on the partitioning Ep
» of rainfall into infiltration and excess is illustrated by o
‘N Figure 5.2. Figure 5.2 presents the results of a series of numer- Ei‘
! ical experiments that used the Richards equation. An array of 5&
. rainfalls were applied to a series of soil columns under wvarious o
. moisture conditions to define infiltration rates and rainfall ®
;j excesses. The strategy was to run the Richards model with an N
initial soil moisture of 0.25 cm/cm. The initial soil moisture was t}
! then increased and decreased away from the 0.25 and the runs s
. repeated. Figure 5.2 shows the changes in the volume of rainfall >
! excess that results if the actual initial soil moisture was 0.25 ~
- cm/cm, but the hydrologist incorrectly estimated it to be the indi- o
e, cated value. ;i:
N,
{ Although admitted theoretical, this type of simulation is :1:
D important if we are to properly assess the requirements for remote ?}}
D sensing or other instrumentation. Surprisingly, the experiments of o
Figure 5.2 indicate that we can accept errors in our estimates of @
X initial soil moisture when we are dealing with larger storms and, e
as a consequence, expect relatively small percentage changes in the }3
| volume of runoff. At the same time, small errors in the initial .o
soil moisture estimates produce large percentage changes in the }F
. volume of estimates produce large percentage changes in the volume Pt
. of runoff when small, high frequency storms are involved. ®
\ : :,:.
{ e
)
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: Thus, as the Corps of Engineers expand their role in \j;
| day-to-day forecasting for overall water-resource management, the ;;:o
need to define the daily soil moisture for use at the beginning of “
the non-flood producing rainfall will increase. Although microwave ;};,
remote sensing continues to be an optimistic topic of research, NN
. low-level aircraft gama-ray flights and in situ measurements are r\
¢ the only operational approach currently available. Use of the soil 33‘
' moisture probes developed at CRREL attached to a DCP communications ha
: system is quite reasonable. Measurements from a network of these e
. probes could be input to a GIS where region growing techniques m
could be interfaced with soil texture data to produce estimates of -:i”
" spatial distribution of soil moisture. R
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5.4 Stage Damage Relationships

(LN S NNV o

o To estimate stage-damage it is necessary to establish a rela-

KX tionship between the stages along a reach, as observed or estimated ]
= with HEC-2, and the associated economic losses. Ideally, the '
,f: development of this relationship is based on & database that :'
o locates each structure with its first floor elevation and defines "
O its damages as a function of depth of water. SID, DAMCAL and EAD ﬁ

’S are used in this task.

Appropriately processed (digitally) large scale SPOT satellite

" :
hﬁ images could be used to establish the distribution of structure -
: type along the streams. Indeed, direct digitizing of their loca- <
‘e’ tions with a minimum number of ground control points can be accom- ;}
o plished with SPOT imagery. Low-altitude stereo pairs or airborne ;
: laser mapping would be necessary to adequately define the flood- -4
_— plain topography and structure elevations. Helicopter videzo would
- be valuable in transferring stage-damage curves from structure to -
m: structure. The small optical scanners that are being introduced to ‘
oy support desk top publishing systems may be developed into tools to ik
e digitize tax records so that detailed property values and related "
& information on file with the local governments can be incorporated =
" into studies such as flood damage analyses. Several of these b
ijk systems can translate a rather wide range of fonts into ASCII &-
) 2 files. They are portable and the costs range from $2,000 to .3
) $6,000. Files created by such a scanner could be directly intro- p
sg: duced into an information system. :-
N
. The GIS is a very important tool in this task. In some a
'\: instances, the number of structures is massive. Without a good fi
qg GIS and data base, management of this information would be next to ~
) impossible. Multistage remote sensing coupled with ground sampl- -:'
v:f ing, census data, and scanned tax records could be developed into Ry
S an approach that would reduce the time and costs associated with ™
‘ the development of the stage-damage relationships. This sampling '
.:: approach would have to be interfaced with models such as kriging i
*q that describe spatial relationships. In this approach, large-scale :5
i: remote sensing would be used to develop the general distribution of -
;q structure types. Higher resolution imagery would establish diffe- by
. rences within structure types. Information from these two sources -
5. coupied with census data would then guide ground surveys that would '
;ﬁ; sample subsets of representative structures. o
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5.5 Quick Response Monitoring of Floods

Imagery from a variety of Earth observation satellites has

been successfully used for delineating flood-inundated areas. ®

Under the experimental NASA Earth Observation Program, some of the o
] early, successful applications of (Landsat data) were for flood y:f
! monitoring or mapping, including major floods on the Mississippi .$ Y
i River and the Irdus River (Deutsch and Ruggles, 1974 and 1978). y”'
B Concurrently, tutnder a NOAA (National Oceanic and Atmospheric e
! Administration) research program, NOAA satellite data were also i

used experimentally for flood applications, even though the satel- =]

lites are used primarily for meteorology.

For practical application, however, flood data are needed by _;;l

responsible officials in minimum time, if they are to be useful for -t;
protecting lives and property. They are also useful to flood fore- ’.
casts and to verification of their hydrologic models. The experi- vy
mental NASA program was not organized to provide the “"quick dbr;
; response” needed under operational conditions during flood emer- 5 “j
t

gencies.

In 1984 the Landsat Emergency Access and Products (LEAP)

) Program of NOAA became operational. The program provides for pro- N
Y mpt processing of acquired Landsat data over areas officially {f -
{ declared to be disasters by the U.S. Federal Emergency Management }*f

X Agency (FEMA) for transmittal of "quick-look" gray-scale facsimile 'zfj
images to specified destinations in the field (Pepe and Lichy, s

‘ 1983). But these photo products, which are black-and-white single- ';
band prints of only fair quality are of limited use for flood moni- T
toring. .

As an adjunct to the NOAA program, the Water Resources :;
Support Center of the U.S.A. Corps of Engineers, in cooperation :,:.
with Satellite Hydrology, Inc., developed, tested and evaluated -
high quality Landsat MSS (multispectral scanner) data products in »
‘ color analog form for delivery within 24-48 hours to the field :%:'
. office in which the flood was located. Ideally, post-flood assess- g
: ments from satellites should be sufficiently prompt and detailed as iﬂ
f to assist agencies to mobilize needed resources on a priority and A
‘ rational basis. Geometrically rectified images of full or partial ;
3 scenes are prepared to specified map scales. The data are digi- ST
tally and (or) photo-optically enhanced in a variety of spectral
1 renditions to best depict flooded areas. The procedures were first
5 tested successfully on November 7, 1984, during a LEAP exercise
' conducted in response to flooding on the Vermillion River in
Louisiana, U.S.A., (Lichy, Deutsch and Wiesnet, 1985; Soileau et

al., 1985).

In late October 1985, Hurricane Juan, a weak storm with winds
never exceeding 137 km/hr nevertheless caused more than 50 deaths
and millions of dollars in flood damage from resulting torrential

s &
L
«

Barag

. .. N
rains over coastal Louisiana, U.S.A. Landsat data could not be used .'
because of extensive cloud cover. However, on November 6--a week R,
after flooding had peaked--a cloud free, nighttime NOAA-9 AVHRR :%j
(Advanced Very High Resolution Radiometer) image was collected. f:ﬁi
) i
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Processing of AVHRR thermal infrared (IR) bands 4 and 5 at the :ﬁ}'
General Electric Digital Image Analysis Laboratory approximately x:{
three hours following the overpass yielded detailed, enhanced rec- :;:‘
: tified images at 1:100,000 scale and revealed large, warm areas of Lo
ponded water and saturated soils. A dry season nighttime band 4 /sm
image collected June 4, 1985, was digitally combined with the flood vy,
image. Differences in anomalies on the resulting temporal com- ff:h,_
posite were classified as flooded areas (Wiesnet and Deutsch, Uﬁ*
1986). The data products were transmitted to the requesting office :'.3
of the Corps of Engineers at New Orleans within 48 hours. The 2L
accuracy of the automated classification depicting the flooded G
areas was verified by field engineers (Soileau et al., 1985). Y
In a separate, but related, activity, the Kansas City District ;igﬁ
recently contracted with Earth Satellite Corporation to procure and #;if
process Landsat TM digital data for the Harry S. Truman Reservoir N0
floods in October 1986. Subsequent to the flooding, the District o
office ascertained that Landsat TM imagery were acquired the same it
day as the reservoir crested (within one-hour of peak pool height). 'qﬁ
The Landsat TM imagery was GEOPIC™ oprocessed and printed at v"§
1:50,000 scale. With these images, and ancillary aerial photographs :ﬁ:-
at approximately 1:20,000 scale, the District engineers were able » et
to accurately determine maximum pool extent during this event. ?:_
=l
From late 1982 to late 1983, some of the most severe flooding i‘i
of record occurred in the Valley of the Parana River in South xff'
America. During a post-flood study of all available satellite }t ¥
flood imagery made by Wiesnet and Deutsch (1985) for the -
Organization of American States, an archival search yielded only a ,!!_
few usable Landsat images of the lower reach of the Parana River in ]
Argentina. Furthermore, the NOAA satellite archives of Advanced ::f?
Very High Resolution Radiometer (AVHRR) data were surprisingly ,xﬁh
sparse owing to infrequent coverage and frequent cloudiness, and f}f_
yielded no usable imagery. ey
®
However, Coastal Zone Color Scanner (CZCS) data provided by $§E
NASA's Goddard Space Flight Center at Greenbelt, Maryland, con- NS
tained cloud-free coverage over the lower Parana River Basin. ~$}:
Employing data collected by Nimbus-7 on June 24, 1983, near the EEE
peak of the flood, multispectral color images were prepared digi- A
tally. Three subscenes were then massaged to show a 700 km reach :_.,_
of the river in which flooding ranged in width from 20 to 70 km in RS
the Valley of the Parana (Wiesnet and Deutsch, 1985). The CZCS had ::*:c
never before been used in flood studies. -:::
AR
Although the Nimbus-7 CZCS was designed primarily for oceano- e
graphic applications and the NOAA-8 and -9 AVHRR for meteorological LI
applications, imagery from both--with their wider swath and greater }QH :
frequency of coverage--can supplement or substitute for the higher -iﬂe

resolution Landsat MSS data. Both can be digitally and photo- .
optically processed immediately after acquisition and provide a
quick response data base needed for emergency operations (Wiesnet
and Deutsch, 1987).
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v The new SPOT satellite and the Thematic Mapper on Landsat,
both operational, can provide data adequate for mapping of floods
at scales as great as 1:24,000. Radar imagery from Seasat and the
Space Shuttle has a demonstrated capability not only to detect
areas of flooding, but to penetrate clouds and forest canopies;
Seasat and Space Shuttle acquired radar data are very limited,
however, and not available on an operational or continuing basis.

. -
i e

Operational, quick-response flood monitoring is well within
the current state-of-the-art. An effective program should provide
for real-time acquisition of data from existing satellites with
appropriate Earth-observation sensors, immediate processing and
enhancement of the imagery, conversion to analog and image map
formats, and prompt transmission of custom data products to
officials in the flood area.

g S0

N 5.6 Determining Interception and Depression Storage and Measuring
Surface Water Distribution

The geomorphology, or physiography, of a basin provides the
hydrologic engineer with information on interception and relatively
large storage systems such as ponds, wetlands, broad £floodplains

N and playas. The common method of estimating the consequences of
{ storage is to examine the best available topographic map, but
b Landsat TM or SPOT imagery provides details of drainage and local

depressions in far greater spatial detail than most maps.
Side-Looking Airborne Radar (SLAR) images from aircraft are remote
sensing tools that may reveal precise details of basin topography,
far exceeding the detail on topographic maps. Indeed, the jungle
areas of the Amazon basin were mapped by SLAR because of the ever
present cloud cover. Commonly, combinations of radar images and
Landsat or topographic maps provide better understanding of the
e basin than each alone. The extent of existing surface water in the
open and in forested areas may provide a measure of the current
*hydrologic condition" of a basin. Multispectral sensors such as
the MSS or TM on Landsat and NOAA AVHRR all provide an ability to
map surface water. The Corps, for example, has used Landsat MSS
data to inventory dams in the U.S. Water in forested areas,
however, is not as readily mapped with multispectral or thermal
infrared techniques. Radar (active) or passive microwave data may
strongly assist because of the “"relatively®" unique emissivity
characteristics of water, i.e., water is almost a "blackbody" in
comparison to the variable ‘"graybodies®™ which surround surface
water areas.
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K 5.7 Estimating Precipitation, Snow Cover and Snowmelt,
] Evapotranspiration, and Soll Modsture

Pl

Precipitation is obviously a key parameter in any system which
e hopes to model the hydrological response characteristics of any

1 i

\\. |
W region. Precipitation rate and amount information alone commonly Nt
f determines the potential for flash floods. Rain gauge networks are ﬂk

commonly too limited to provide an adequate map of the spatial and
temporal distribution of precipitation. Satellites and/or radar
have demonstrated the capability to provide spatial locations and

e

s |

. limits of rain areas. Intensity of rainfall appears best defined . ;
; through the combined use of rain gauge, radar and/or satellite ;.‘
" sensor data. s
‘ :ﬂ §
i Meteorological satellites such as GOES are used to estimate XX
precipitation. GOES produces & l-km resolution thermal image every ..
N half hour, day or night. Therefore, half hourly rainfall rates may el
» be developed. The primary NOAA locations where these estimates are Ol
N made are: The World Weather Building, Suitland, Maryland; the A
? Severe Storm Warning Center in Kansas City, Missouri; and at the ‘“
N NOAA/NESDIS Receiving Station at Redwood City, California. At ®
, present, rainfall rates and total amounts are estimated operation- =¥
' ally for convective storms and hurricanes only. These data are e
ﬁ available during and shortly after major storms. 0,
) oy
ﬁ Remotely sensed estimates have the advantage that the data are eﬂ@
contiguous over the entire basin and are precisely timed.
Isohyetal maps can also be prepared either retrospectively or in NN
} near-real time for hydrometeorologic esnalysis. The basis for the ﬂ;
# satellite precipitation estimates 1lies in the fact that the N
$ observable cloud-top temperatures are a function of cloud height tﬁﬂ
ﬁ which is related to precipitation, Other meteorologic criteria \ﬁ_
'f such as overshooting tops, &8re also utilized in estimating .'
| precipitation emounts. Excellent references may be found in NS,
p Deutsch, Wiesnet, and Rango (1981). {ﬁ?
b Ny
s NWS radar is also an excellent source of information ca pre- Daf
s cipitation. This remote sensing tool is ground based. It provides 2
excellent data on individual storm duration, intensity and droplet ].
slze. It is especially important over coastal ocean areas or large NN,
lakes such as the Great Lakes, where precipitation gsuges are nil. }d
ks ;-'..
v In critical sreas, where high intensity rains deluge small o
o *flashy® urbanized basins, (e.g., the Los Angeles area) event- P
< precipitation-geuge networks have been used in combinstion with a ‘;'
= -atellite or other telemetry system to facilitate warnings. These 7
K, gauges have proved very effective as each mm of rainfall is LQ“
reccrded and transmitted in near-real time rather than at hourly or Yo
b six-hourly intervals. In those basins where the receipt of real- o
:- time data are critical, event gaupes may be coupled with satellite Y
* or other Data Communication Systems (DCS5's) and are effective for .'
near-real time forecasts end warnings. v
, R
) RS
",
; R
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i In EarthSat's CROPCAST rainfall estimation system, meteoro- e
3 logical satellite data are analyzed in the visible .5-.7 um and the Fﬁ'
N thermal 10-12 um bands from the GOES, METEOSAT, or GMS geosyn- ol
! chronous meteorological satellite systems. The visible .5-.7 um .ff

data are primarily used to screen isolate cirrus (high, ice crystal
cloud) layers from the rain-producing clouds with extensive ver-
tical layering and/or development. The visible and thermal infra-

o

"
x

N
S

_‘A“V -

red sensors can be enhanced by the use of microwave data from the ,t
NOAA TOVS and the DMSP SSM/T. (water vapor sounder) and/or the SSMI % %
microwave imager (visible images plus moisture images). These L
latter sensors provide a useful measure of the precipitable water o
b in the atmospheric profile (precipitable water is in essence an 3
g increase of the total amount of water that could be derived from a ;}:
" specific air mass if it all could be extracted). o
1 ..'.
4 Snow is hydrologically significant in many river basins. A
Measurement of the snow pack provides information on water stored L
: in the basin in the form of snow, and it provides a basis for $@$
: improved discharge estimates during snow melt or thaw periods. cﬁa
0 Snow data is difficult to acquire, requiring survey teams and h&{
4 strenuous work commonly in remote, difficult-to-access sites. :
i However, imagery from the NOAA polar-orbiting satellite has been ¢
p used for mapping the area of snow cover in selected river basins by !l_
s NOAA/NESDIS since 1974. Landsat temporal composites showing phased }}-
: snow melt reduction of the Sierra Nevada snow pack were published "
in 1976 (Wiesnet and McGinnis, 1976). "The use of satellite data Q k
for snow cover reconnaissance is becoming more widespread in the H{:
. western United States and in the Sierra Nevada in particular. A It
cost comparison analysis between satellite and conventional air- hd
craft measurements indicates that the cost of the NOAA satellite -:;
: snow measurements is less than 1 of the cost of aircraft surveys." s
. (Matson and Parmenter-Holt, 1985). :;j,';
(9 Ay
- Despite their useful capability to provide snow cover data, (XA
B neither Landsat nor NOAA nor GOES sensors can provide data on snow (3
! depth. NOAA/NESDIS has prepared river basin snow maps from NOAA $§~
F and--later--GOES satellite image maps since 1974, using photo- #:'
’ interpretation techniques and a Zoom Transfer Scope (Matson and ﬁﬁ*
¥ Parmenter-Holt, 1985). For small basins, Landsat images have been :Qf
: used in similar fashion. Repeated mapping of snow covered area for .
4 the entire basin or for various elevation zones permits basin snow g:
cover depletion curves to be developed for year-to-year comparison ol
:' or for modeling (Rango and Martinec, 1979), or for predicting snow :ﬂh
=, melt runoff (Moravec and Danielson, 1980). Digital techniques of bf“
. snow cover (Merry and Miller, 1987) have also been worked out and xj\
. are particularly valuable in merging data sets such as snow cover S
and elevation or slope digital data. !!
.~ )
k Experimental studies of snow depth remote sensing using pas- :ix'
-~ sive microwave have been done by Rango et al. (1979) in southern :,}
: Alberta and Saskatchewan, Canada, wusing the Electric Scanning \::
Microwave Radiometer (ESMR) data from Nimbus 6. Over large, flat, e
homogeneous areas, significant (95 percent) regression relation- d
: ships were developed between snow depth and microwave brightness .
temperatures.
“ F 2
- A
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Q, The Landsat TM also has a 1.55 um channel, which permits snow :i.
W to be discriminated from clouds, as snow has only a slight response ﬂ:
. in this portion of the spectrum. This snow-cloud discriminator »
band is planned for future NOAA satellites. o
.

. L H
1 L%
f Evapotranspiration is a process that involves atmospheric, ~
N oY
ht

soil and plant processes. Remote-sensor contributions to estima-
\ tion or modeling of evapotranspiration come from a mix of vegeta-
X tion type mapping using traditional multispectral data sets from
the Landsat, SPOT, NOAA/AVHRR; thermal infrared data from Landsat
" T™M or NOAAJ/AVHRR thermal-infrared sensors, and observations of

-
-

‘I.
- syt
fﬁ winds, humidity and temperature from ground 8ensors. The ;f
5 vegetation-type distribution will provide an opportunity to model i\
W transpiration factors; the thermal-infrared observations of ”
L apparent surface temperature may be able to provide a concurrent »X
| view to infer the distribution of the variation in the rate of !r
transpiration across the ensemble of vegetation mapped with \@‘
Landsat, etc. 0!

b 3
L X

Moisture in the soil, especially in the upper 1layers of the
soil profile, represents an important and difficult-to-determine
variable in hydrology. Schmugge et al. (1981) have discussed 4in
N situ and remote-sensing methods of determining soil moisture
$; (Table 5.2). Point and point-profile soil moisture data are rare.
1

-
>

,"_l .'A ‘,j’. -

- X X

Gravimetric (oven-drying), nuclear (neutron-scattering), gamma-ray Q

attenuation, electromagnetic (electrical resistivity), tensiometric :5
™ (soil-water tension) and hydrometric techniques are in situ tech- vl

niques used in the field. 5_

) ,:-"

j \J. N
,ﬂ TABLE 5.2: COMPARISON OF REMOTE SENSING APPROACHES 25'
'ﬁ FOR DETERMINING SOIL MOISTURE :;;

APPROACH ADVANTAGES LIMITATIONS NOISE SOURCES X
N X
‘ : Thermal High resolution Cloud cover, limits Local Met conditions BaY
;t Infrared possible (400 m) frequency of coverage ::
0 (10-12 um) Large swath Partial vegetative :"
g cover >

: Basic physics well Surface topography gw
o understood o
. ,q’ .I..‘ )
. Passive Independence of Poor spatial resolution Surface roughness tﬁt
o Microwave atmosphere (5-10 km at best) ;2«

Moderate vegetation Interference from man- Vegetative cover 1
o penetration made radiation sources, o

: limits operating wave- o

; lengths Soil temperature :}:
o L':\

Active Independence of the Limited swath width Surface roughness b

v Microwave atmosphere Calibration of SLAR Surface slope ,
Ny High resolution Vegetative cover 2;
possible N

X
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: Experimental techniques in remote sensing are now focused P!g
’ chiefly on the thermal infrared and microwave portions of the elec- Mﬁ
’ tromagnetic spectrum. Experiments using spectral reflectance or °
) multiband approaches have encountered the difficulties of soil e,
3 texture, organic content, surface roughness, geometry of illumi- Eﬁﬁ
i nation and spectral reflectance of the dry soil (Jackson et al., y-:
by 1978). s
14 et
' Experiments at the U.S. Water Conservation Laboratory in ‘“
B Phoenix, Arizona, has demonstrated that the diurnal range of tempe- -
g rature is a function of soil moisture (Idso et al., 1975). :5:'
' However, the relationship ranged widely according to soil type and t¢:’
. meteorological conditions. Nevertheless, Schmugge et al. (1978) N
‘; were able to derive a single relationship for all soils studied by :Eg

expressing the moisture values as "percent of field capacity.”

i o

Although passive microwave experiments on soil moisture
(Table 5.2) have been carried out for decades, no operational tech-
niques have as yet been produced. Passive (and active) microwave

WS

; energy has the great advantage of being able to penetrate cloud ﬁtr.
4 cover, thus making it a very desirable tool. The DMSP SSMI is b2,

h scheduled to provide some type of soil moisture estimates from an ;!,

i algorithm in an operational mode, but the accuracy of the technique )

has yet to be established. o t

P v

) Soil moisture can also be remotely sensed by the airborne ¢5 ;
) gammaray technique discussed in the previous section. 1In fact, it ‘:

] is a by-product of the system, as summer calibration £flights must P

by be flown to assess the “"background®” moisture values during the ron

; non-snow condition. A

r__.?‘

The natural gamma radiation constantly being emitted by the ﬁw‘

radioisotopes in the soil is attenuated by the near-surface mois- :"

ture in the soil. Once a flight line is calibrated wusing ground FECH
2 truth soil moisture data, the airborne technique can be wused to fb{
infer soil moisture in the uppermost eight inches of soil during .

snow free periods. Carroll’s (1986) tests indicate these measure- e
' ments have an RMS error of 3.9 percent soil moisture and less than }:}
L a one percent bias. These figures are based on airborne radiation ;
W and ground-based soil moisture measurements collected over 155 e

snow-free calibration flight lines (Carroll, 1986). <o

The NOAA Remote Sensing Hydrology Program collects soil mois- ¥
ture data for the same basins in which it collects snow water equi-
valent data (Section 5.7). These data are distributed in near ’

real-time in SHEF to all NWS offices. However, RFC's typically NG
: archive the data in DATACOL, which can be made available to non-NWS ﬂ\i
) DATACOL users. Special arrangements for data dissemination to jc:,
) non-NWS users are possible. A
< -..'-: )
y The gamma-ray technique is not without certain problems. As ~;\
N these flights are very low 1level (500 ft, a.g.l.), mountainous T
? areas are not suitable. Airborne radioactive contamination can y{'
s ',i:,,
N "A\.
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o
affect results. Post-flight snowfalls can negate previous data on ‘:: N
water equivalent. Changes in vegetation over a site can produce 3:
anomalous readings. Nevertheless, where conditions are uncompli-
cated, gamma-ray soil moisture and snow water equivalent measure- .
ments can provide valuable data to the operational hydrologist in e

near real time. This approach appears to be highly cost- A
effective. Y
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" 5.8 Recent Developments In Snow Cover and Snow Water Equivalent

In December 1986, a Federal Users Group met in Denver,

. Colorado, to discuss the future of the National Weather Service
Q (NWS) Satellite Snow Cover Mapping Program. The Soil Conservation
a Service, the Agricultural Research Service, the U.S5. Army Corps of
N Engineers, the U.S. Geological Survey, the Bureau of Reclamation

and the NWS Office of Hydrology were participants. The Office of
Hydrology presented details of an operational Remote Sensing
Hydrology Program to be based in Minneapolis, and a Working

-
;: Technical Group and Policy Committee were formed. The implementa-
0 tion schedule is shown in Table 5.3; attendees of the subsequent
2 March 5, 1987, Policy Committee meeting are shown in Table 5.4.

TABLE 5.3: FEDERAL INTERAGENCY REMOTE SENSING HYDROLOGY PROGRAM:
ABRIDGED IMPLEMENTATION SCHEDULE

DATE ACTION

-

N

> 1987 July Cooperating agencies sign MOUs to develop and
support Remote Sensing Hydrology Program.

. . Tf':

|
.
N
5y,

1987 October Cooperating agencies transfer FY 1988 funds to
NWS for system procurement.

X
sy

¥

1}
D) )
L)
1987 October NWS sign system procurement. ;'
I 1987 October Hire computer programmer/analyst. i%
L ‘.:.
'g 1988 February Take delivery of image processing system in ::'
X Minneapolis. e
¢ Ne)
” 1988 July Transfer Milan Allen from Kansas City to ! '
i Minneapolis. —
A g}
%' 1988 Feb-Dec Develop and test software and real-time, satel- E:
lite data interface procedures. NG
- o
1988 September Complete Five-Year Program Management Plan. ;k
N

1989 February Generate areal extent of snow cover maps in
Minneapolis.

':.’
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TABLE 5.4: MEETING PARTICIPANTS OF THE MARCH 5, 1987,
POLICY COMMITTEE MEETING

POLICY COMMITTEE MEMBERS

NAME AGENCY TELEPHONE
Galen Hart Agricultural Research Service FTS 344-2822
Joseph Miller Bureau of Reclamation FTS 776-8307
Michael Hudlow National Weather Service FTS 427-7658
Edward Johnson National Weather Service FTS 427-7619
David Johnson Soil Conservation Service FTS 423-2843
Robert Shaw Soil Conservation Service FTS 447-3905
Harlan McKim U.S. Army Corps of Engineers FTS 836-4479

* David Wingerd U.S. Army Corps of Engineers FTS 272-8510
Harry Lins U.S. Geological Survey FTS 959-5712

* NOTE: David Wingerd attended in the place of Ming Tseng.

TECHNICAL WORKING GROUP MEMBERS

Alberto Rango Agricultural Research Service FTS 344-3490
David King Bureau of RFeclamation FTS 776-8322
Tom Carroll National Weather Service FTS 725-3039
.
RS,
OBSERVERS DA,
S
.:" -~
L. Klingensmith National Weather Service FTS 427-7720 }?ﬁc
William Fecke Soil Conservation Service FTS 447-5424 G
®
ENGSY
0
S
Y
poe
Pt
®
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In a position paper the Technical Work Group estimates that

v v
" program implementation will have a one-time procurement cost of pont
? $356,000, and annual operation and maintenance costs of $212,000 7
) (Federal Interagency Remote Sensing Hydrology Program, 1987, N
) p. 1). 0,
4 h""A
’ The U.S. Army Corps of Engineers has two members on the 9
A, Technical Working Group: Gy
; it
;{ Mr. Roger Gauthier Ms. Carolyn J. Merry Y
2 USACOE CRREL /USACOE o
! Detroit District Hanover, NH 03755 o
. 477 Michigan Ave. Telephone: FTS 836-4307 D
Y Detroit, MI 48226 e
:" Telephone: FTS 226-6751 E»
‘g The Corps also has two members on the Policy Committee: ﬁf
' ‘I)" Q
[afa
. Dr. Ming T. Tseng Dr. Harlan L. McKim ®
N Chief, Water Control/Qual. Branch Remote Sensing Research Program ;f
USACOE CRREL /USACOE o
A HQDA (DAEN-CWH-W) Hanover, NH 03755 -
h Washington, DC 20314 Telephone: FTS 836-4479 ¢
f Telephone: FTS 272-8509 !
®
. Snow-cover mapping began as an experimental program in rt”
2 NOAA/NESS (now NOAA/NESDIS) in the late 60's and early 70's. In iu
'w 1984 the effort was taken over administratively by the NWS National o
: Meteorological Center at the World Weather Building in Camp }x
v Springs, Maryland. 1In fiscal year 1987, the NWS/OH has taken the et
lead in this program. The physical 1location of the satellite 9
‘j hydrologist performing the work since 1980 has been in Kansas City o
P at the NWS National Severe Storm Forecast Center. k‘
4 ;
) The Satellite Snow-Cover Mapping Program in Kansas City3’ fr-
X consists of one satellite hydrologist, who generates snow-covered o
- area maps for selected basins in the West. The output product _9‘
e is a binary snow covermap showing percent of basin snow cover "qf
y (Figure 5.3). The maps are prepared from GOES visible 1-km reso- ﬂ:(
" lution satellite imagery for each USGS catalogue unit selected for 1$s
» study. In 1986, a total of 133 snow cover maps were prepared for :x’
)/ 196 basins (Figure 5.4). For details of the technique employed, o
ol the reader is referred to Allen (1986). o
A _._:—
i The primary users of the snow cover data are federal govern- T?
o ment agencies dealing with snow melt runoff: NWS River Forecast NN
;{ Centers, the Corps of Engineers, the Bureau of Reclamation, Soil ::
I Conservation Service, and the U.S. Geological Survey. Other users .
= are State, Regional and local water authorities. The individual . 4
" users have described their agency's applications in the Federal :I
X Interagency Remote Sensing Hydrology Program (1987) Position }i'
: Paper. o
\.‘ .::
2 wh
> ®
5 .
il L)
2 o
N 5/ See Table 5.3 for NWS/OH future plans for this program. vy
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t FIGURE 5.4. Map showing western basins mapped in 1986 NWS snow mapping program.
: -70-
[

| J
e
e

e «*

r~r‘.q'.‘r Hpy f o f T
) 29 o Do 2 faXnlal



ERTCR TR TOK PN X IO TRt S AR T U SO O X X O R TR o) * v

'!{
o
h ."!"
" '
e
j 22
4 Douglas Speers, U.S. Army Corps of Engineers, and Charles &_-f::
: Orwig, NWS, Portland, Oregon, say (p. 29-30): t:c:
L A
*Since the Columbia River is predominately a snow- ®
) runoff regime, accurate accounting of snow, both in terms =

K of water equivalent and areal extent, is an important aid
to river and water supply forecasting. While a less impor-
tant parameter than water equivalent, areal snow cover is a

LN

variable that is needed for snowmelt calculations by the :.t..,
SSARR model as streamflow and system regulation forecasts e
] are made during the annual spring runoff. Areal snow cover AR
is also used subjectively as a factor in considering rate é:;
of refill of some reservoirs in the system."” e
g
.
They also say that in the SSARR model one option for simulating N,
the status of snow during the runoff process calculates water ®
: equivalent quantities in several specified elevation *bands*® :
P throughout the snow accumulation and ablation seasons. The use of e
A this model is replacing models that utilize the "snow cover deple- .,
: tion" option, which uses a specified snow cover depletion curve :‘: ¢
) developed from historical data Figure 5.5. From an initial esti- :.(5‘
mate of total seasonal runoff based upon multiple regression volume )
forecasts, the model calculates the corresponding snow covered area .
) "
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from this curve as runoff progresses. The snow-line elevation,
! which is needed for determining the air temperature available to
produce snowmelt on any given day, and for tracking soil moisture
and other model state conditions that are dependent upon snow-free
versus snow-covered conditions, is then determined from a volume-
W area curve. Although the model computes snow cover and can func-
tion without physical observations, periodic checks on model per-
formance are recommended.
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~ For 30 years the need for snow cover observations has been
y considered so important that a program of fixed-wing aerial snow
oy reconnaissance flights was maintained by the Corps. Flights made
\ at 2-3 week intervals during the May and June over predetermined
ﬂi flight paths cover most important subbasins within the Columbia
O Basin. Snow-line elevation is recorded by visual observation and

photographs at selected points. These flights cost about $20,000
. annually. The cost of snow flights in Canada made by B.C. Hydro
and Power Authority is not included.

'S) h. i
2 When estimates of snow covered areas by GOES satellite remote Q;’
n, sensing became available, they were incorporated into the ground- 3&
- truth data base in addition to the snow flight data. The satellite °
k. information has generally been considered less trustworthy than the S
X snow flight data owing to prior experiences with inaccuracy. Snow- :}
[~ line detection in heavily forested areas and the problem of ade- '{
A: quate resolution (especially in small basins or when snow cover 'tft
e percentage is low) have caused difficulties in the past. Satellite ::ﬂ
S snow-cover estimates have therefore, been considered a useful but ®
. not yet critical necessity for the snow-melt forecasting effort. 3;
‘.F
t} However, the recent work of NWS Satellite Snow Cover Mapping :}
$~ Program has improved the snow mapping products si;nificantly. \:
& Further improvements in technology and greater experience and care }1:
in interpreting the satellite data should lead to greater reliance .'
' on satellite products in the future. When a new generation of N2
? satellites is launched with greater resolution, it is quite pos- b§<
- sible the fixed-wing snow reconnaissance flights could be elimi- o
: nated. ~
& "
/ David King, Bureau of Reclamation, Denver, says: ';)
:: "The areal extent of snow cover maps currently ey
o generated in Kansas City are used by various regional v
e offices of the Bureau of Reclamation. The maps are i?;
. used in conjunction with information that is received NP
- from the SCS, NWS, USGS, and other agencies to provide ‘
v, a qualitative check on the volume of runoff fore- Zj\
\ casts." o
] ..u‘_'
N He also says that the Pacific Northwest Region tound the snow ﬁ;;
' cover maps to be very useful during the melt season and together :\i

with snow course measurements, visual snow line observations, and
snow photography from aircraft. Their reservoir operations were
enhanced because they could assess the accuracy of volume fore-
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casts. The Pacific Northwest Region uses the satellite maps to
verify the tracking of the SSARR model used by the River Forecast
Center in Portland.

Regions~ users indicated that a more useful product would
indicate not .nly snow cover, but also depth, water content, and
melt rate. incorporation of SNOTEL data and airborne snow water
equivalent data would enhance the program.

Reclamation has a need for snow volume quantification and melt
forecasting data and forecasts to operate their reservoirs. The
better the data and forecasts, the better our operations will be."
They fully endorse efforts to incorporate existing data into opera-
tional forecasting.
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5.9 Potential Opertional Benefit of Snow-Cover Mapping by

n -

During the 1970°'s interest in the possible use of satellite

! snow cover data for improving snowmelt runoff forecasts was high.
\ Several Federal and State water resources agencies participated in
} a project on the operational applications of satellite snow cover
h observations (Rango, 1980). VWhen satellite snow cover data were O

tested in both empirical seasonal runoff estimates and short-term
modeling, the results indicated that forecast errors could be

pgRres

:“.

..
5 %

0.,

; reduced. N
b
Y Water supply forecasting techniques utilizing satellite- iy
: derived snow-covered area data were developed for three basins in -~
the Sierra Nevada of California. Porecast errors resulting from 5
both conventional and Landsat snow-cover procedures are compared in
N Figure 5.6 for the three basins.
i .
; Over a three-year test period the satellite-based approach 5
) reducted the average streamflow forecast error from 15 to 10 per- ofad
K cent. On the Boise River in Idaho, associated modeling studies IS
indicated that satellite snow-cover data could reduce short-term 4
y forecast error as much as 10 percent (5-day forecast) (Dillard and
Y Orwig, 1980). he
. ::
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Figure 5.6: Seasonal snowmelt runoff forecast error |using
( conventional (C) and Landsat snow cover (LS) procedures in the t'
southern Sierra Nevada on May 1. R
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The snowmelt runoff model (SRM), which uses snow-covered area
as its only snowpack input has been tested on 24 basine ranging in
size from 0.77 to 4000 km?® in 11 different countries (Martinec and
Rango, 1986). Using this simple model, the average seasonal volume
simulation accuracy was 97 percent and the average daily flow accu-
racy was 85 percent (Rango, 1986). The model simulations consis-
tently indicated the importance of snow cover extent as an input
variable.

Dr. Al Rangc of USDA maintains:

*In association with the operational applica-
tions of satellite snow cover observations project
(Rango, 1980), an accompanying benefit/cost study
was completed. Potential benefits from improved
satellite snow cover based predictions of only one
percent across the 11 western states were evaluated.
It was found that benefits of 10 million dollars for
hydropower and 28 million dollars for dirrigation
would result annually (Castruccio et al., 1980).
The resultant benefit/cost ratio was calculated to
be 75:1 (Castruccio et al., 1980). The only thing
preventing realization of these significant benefits
was the absence of an operational snow mapping
facility to acquire and produce the snow cover
data."

Dr. Bernard Shafer, SCS Portland, Oregon, (Federal Interagency
Remote Sensing Hydrology Program, 1987, p. 36-37) discussed the
importance of SCA to hydrologic forecasting in the Western U.S. He
chose the 1983 record-setting runoff of the Colorado River to
illustrate how SCA measurements from the NOAA satellite used con-
jointly with point data of snow water equivalent, temperature and
precipitation from the SCS SNOTEL network could have been used to
derive superior insights into this flood. That information would
have been highly useful to decision makers trying to manage the
heavy runoff.

Roger Gauthier, USCOE Detroit District, has c¢ited potential
applications to the Great Lakes (Federal Interagency Remote Sensing
Hydrology Program, 1987, p. 38-39). *The Great Lakes Basin
Hydromet Network Work Group, an ad hoc U.S. Federal (inter)agency
study team, reported that improved water supply forecasting could
provide benefits . . . in excess of $1 million annually."

Carolyn Merry, COE/CRREL, cited potential applications in the
cold regions of the Midwest and Northeast (Federal Interagency
Remote Sensing Hydrology Program, 1987 p. 39-40). She also stres-
sed that "the real payoff for the Corps is the timely receipt of
the areal distribution of water equivalent of snow data,” and that
the data provided be compatible with the Corps District’'s data base
systems.

B .

‘ ('-‘:' i‘.-\« 'n‘\:
L TR P

g
4

PR

IR P A
NS %S
[ g

. I.,

9

\.‘_.- .‘-:\1'_.: ,\\



a1 JENTLY

Linda Saindon of the U.S. Geological Survey addressed the
application of SCA to hydrologic research. In the position paper
(Federal Interagency Remote Sensing Hydrology Program, 1987) she
noted the USGS Water Resources Division used products from the
Snow-Cover Mapping Program in the USGS's Precipitation-Runoff
Modeling research project to verify snow-accumulation and melt-
process algorithms in the distributed-parameter snowmelt models
being developed, as well as in the Ice and Climate research pro-
ject.

(IR TR 2
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5.10 Remote Sensing of Snow Water Equivalent

An Airborne Gamma Radiation Snow Survey Program is operated
out of Minneapolis, Minnesota, by the Office of Hydrology of the
National Weather Service (NWS). The airborne water equivalent
measurements are used by Weather Service Forecast Offices (WSFO's)
and River Forecast Centers (RFC’s) for river and flood forecasting,
water supply forecasts and Spring Flood Outlooks.

O

- -

This is an operational program, providing real time snow
water equivalent and soil moisture data to NWS regional and field
offices in the Eastern, Central and Western Regions. A total of
1227 flight lines are flown in 23 states and 5 Canadian Provinces
from January to mid-April 1987). Three aircraft are employed in
the program. Two airborme gamma ray instrumentation packages are
used.

L A® T xS
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Data gathered on these flights are used to assess:

'
:..
o
[~
Y
-
i
N
N

The above ground moisture in the snowpack
including snow, ice lenses, ground ice,
and standing or free water,
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»

o
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The above ground moisture plus some mea-
sure of the so0il moisture above field
capacity, and/or,

TYYYY W
Lo Wals
o LY

The aggregate change in both the above
ground moisture and the total so0oil mois-
ture from a previously established
measurement.
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The airborne data are transferred electronically from the
aircraft to Minneapolis. After an accuracy check, they are entered
into SHEF, transmitted to the North Central RFC computer and sent
to AFOS within two or three hours after the aircraft lands at noon
or in the evening.

v

P

Y
VI.I.I‘

»
-

PP
<y

During a typical snow survey season, the two aircraft make
about 1000 real-time airborne snow water equivalent measurements.
Figure 5.4 showed the areas in the program as of 1 October 1986.
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The technique of using gamma-radiation to determine water
equivalent of the snow is widely discussed in the 1literature

o

p (Carroll, 1986; Gauthier et al., 1983; Peck and Bissell, 1973; and 5
» Wiesnet and Peck, 1972). ]
. Carroll (1985) did & cost-benefit analysis of collecting QQ%
! airborne gamma radiation snow water equivalent measurements prior E}.Z

to the February 1985 flood at Fort Wayne, Indiana. Actual flood ‘e

losses amounted to $4 million. Carroll (1985) has estimated that
the flood damage prevented as a result of the early warnings and
precise river forecast ranged from §700,000 to $2,400,000. The
] cost of the aerial survey in February 1985 in the Fort Wayne area
, was $7,700.
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Requests to add new flight lines to the Program over specific
river basins should be submitted through the NWS Regional Director
to the NWS Office of Hydrology by June 30. This early notification
allows time for background calibration flights to be performed
p during the summer to assess the background soil moisture response.

- b
-
.é Z
e

Lo

U
\r‘.
s

X
»

i

-
PR P e e Sy
>~ ® ALY
Calinll v

Pl d
2

s

P
AL

H
Z

o
SEEZ e
22

5

. % Fu ‘r\‘.
X

‘. 'f’,
]

O\

>, "-
l'~f ~‘~l "( '.( \I \l
XN AX,

Py LR X R

-77- )

P
!
]

-
C™

e ge | e T M T MK MY N A P et e P " e W, " R T T TS T R T A A T LA S T e TS R
-‘.A’hn’.l'.u'.o’uu‘.' e O Tt J'.r c.ic.no Moy X .-“l. w'r -,-f' e 'r oA ‘ﬂ‘\' -I'__\ . 2

o
.
SH)



B W oy
"‘.n' L8N g ‘.

B TRNCTU TS e’ a8 IR bR et aa  at0 a0 T 8" PR A M o 0A T A 04 08 a2 o 02" 100" O0” YRR TR o gat ot “aar g ¥
\ O W WM L W K ) i *4 g% oY, UM W T W P M M P gy ¥ W

5.11 BHydrologic Modeling of Urban Watersheds

The hydrologic behavior of natural watersheds within a region
is relatively consistent. For example, watersheds in the Piedmont
have sufficiently similar hydrologic behavior to allow investi-
gators such as F.F. Snyder (1938) to isolate a series of parameters
and graphs that produce reasonable representations of unit hydro-
graphs. As a result of this consistency, hydrograph parameters
developed for several gauged subwatersheds within an area can be
used to develop runoff hydrographs for the remaining ungauged sub-
watersheds. These hydrographs can then be routed to obtain esti-
mates of basin runoff in real time using a model such as HECl-F.
The parameters defining Synder’s unit hydrographs used in HEC-1 and
HEC1-F center on the physiographic characteristics such as slope,
storage and the interrelation between the watershed shape and the
channel network. Land cover becomes a direct problem when loss
rates are estimated for the runoff hydrograph. On the other hand,
synthetic unit hydrographs for urban and suburban watersheds must
incorporate the role of land cover if the timing and shape are to
be realistic.

Because of the importance of land cover in urban watersheds,
the immediate application of remote sensing becomes especially
beneficial. Indeed, even the spatial distribution of the land
cover categories is extremely important if the hydrologist must
develop especially accurate estimates of urban floods. Fortu-
nately, the combination of digital format remote sensing and geo-
graphic information systems has reached the state that allows
hydrologists to conduct urban watershed analyses that were impos-
sible only a few years ago.

While remote sensing capabilities offered by the Landsat
series of satellites were recognized very early, satellite remote
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sensing to support routine hydrologic modeling for urban watersheds "
has not realized its early potential. Part of the problem has been Kg:*»
with the perceived limitations of the 80-meter resolution of the q},\:
MSS. Perhaps a more important problem was in the management of the Serak
Landsat data. The proponents of Landsat did not fully recognize bﬁ;&:
the land cover was only one of several data sets required for the :3:\%
modeling of urban watersheds. The land cover could be defined in a ".'
matter of hours, but it still required many weeks to define the T E
soil and topography and then "overlay® the land wuse onto these 5:5:*4
other data planes, there was little incentive to develop expertise iﬁiﬁiy
in Landsat classification. The critical missing element needed for ’t*qﬁ
success was an efficient method for merging and managing the nume- :‘i?;
rous data sets using a Geographic Information System (GIS). '~;“
NP
Early development of HEC's Spatial Analysis Methodology (SAM) S;:;:
laid the base for integrating digital format remote sensing into NN
urban hydrologic modeling. Subsequently, GIS capabilities have fu*uf
improved significantly because of the availability of smaller, more }:yf$‘
powerful computers supported by sophisticated graphics., and at the °
same time, the evolution of 10-, 20-, and 30-meter resolution b ¥
satellites have eliminated earlier criticisms surrounding Landsat b ta
N
| J
t
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MSS. The state-of-the-art in both satellite remote sensing and GIS
1 technologies are at a point that their operational use in urban
hydrologic modeling can become routine.

The 10- and 20-meter, and often the 30-meter, resolutions
provide completely adequate discrimination required for hydrologic
modeling in all but the smallest watersheds. These resolutions are
such that the land cover distributions can be outlined from
enlarged photographs and digitized directly into GIS without the
need for specialized image processing systems. If large areas are
involved and it is not practical to handle data wmanually, rela-
tively inexpensive, quite easy to use, PC-based image processing
systems can be employed. Even the problems of geometric registra-
tion for multiple data sets are now relatively easy to resolve with
the interactive graphics and software of systems described in
Section 4.0.

e . G ae &

One of the hydrologic models that is quite attractive for use
with remote sensing and GIS technologies is STORM. Percent of
impervious cover is a key element in one option of STORM and the
SCS Curve Number is the key in a second option. Jackson, Ragan and
Fitch (1977) have established that even the MSS can be used to
define imperviousness for STORM. Further, Jackson et al.,
outlined an approach that used Landsat on gauged watersheds to
calibrate the runoff coefficients and detention storages on
ungauged watersheds in terms of the percent of imperviousness.
Other work by Ragan and Jackson (1980) showed that the MSS defined
land cover categories were sufficient to compute the Curve Numbers
required for the SCS based option in STORM. The experiments by HEC
as summarized by Rango, Feldman, George and Ragan (1983) concluded
that the Landsat MSS was applicable to a range of urban hydrology
problems. The current 10-, 20-, and 30-meter resolutions with
their opportunities for increased accuracies and, of equal impor-
tance, more traditional photographic qualities, make the use of
satellite remote sensing with STORM a very attractive alternative.

e i N

S N e

: There are two opportunities for adapting HEC-1 into an urban t:
N hydrologic model that is supported by remote sensing and GIS tech- 32
k nologies. First, the Snyder hydrograph option can be modified for y:
b application on urban watersheds. The Denver Metropolitan Council 35
of Governments adopted the structure of Snyder’s synthetic hydro- ‘
. graph for their Colorado Urban Hydrograph Method (CUHM). The CUHM o
0! preserves Snyder's formulations, but defines the slope/storage and jfj
N peak discharge coefficients in terms of the percent of impervious- S
. ness of the watershed. The use of satellite remote sensing to o
. define imperviousness is well established. Thus, HEC could immedi- 7o)
. ately undertake a study to define the Snyder coefficients following ’:'
the approach of Denver. The result of this work would be a ST
e Snyder-centered HEC-1 that could be supported by satellite remote :}::
d sensing to estimate the required percent of imperviousness. The yi\
) current program, HYDPAR, is already used to translate into Snyder 142
W and other coefficients for HEC-1. Thus, it would be relatively SR
y easy to integrate an expanded set of formulations into the Corps’ ‘\
o operations. =
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The second option in HEC-1 is the C.0. Clark approach to

'
t
hydrograph definition. Clark’s approach computes an instantaneous &;:
unit hydrograph (IUH) by developing a time-area curve by summing g
the travel times between isocrones. The time-area curve IUH is of 2
considerable interest to urban hydrologists. Clark’s concepts, for °
example, form the basis for the British Roads Research Laboratory LTS,
(BRRL) method (Watkins, 1962) which, was revised for use in the US
by Terstriep and Stall (1974). This latter method is known as Eﬁ\
*ILLUDAS." v
g
b
Something like ILLUDAS could be integrated into HEC-1 as a ‘e
variation of the Clark option for use in urban watersheds. As in 0y
ILLUDAS, the proposed approach would compute time area curves for ;?0
the impervious and pervious sections of the urban watershed in v
order to better handle the loss functions. The identification and N
location of the pervious/impervious sections of the watershed could NG
be accomplished with current satellite systems. Management of the “.
leocations would be handled by current GIS technology. iﬁ
In the not too distant future it should be possible to use h %
GIS capabilities to interface land cover and digital terrain data 0
to "grow" watershed boundaries and automatically define the model VH.
parameters within the drainage basin. With this information and ‘6
the fact that the storm sewers follow the street pattern, we should Pty
ever. be able to develop reasonable estimates of the storm sewer A
o

system that serves a developed area.

XA

-
Aar s

Recent developments that bring region growing and subsetting dxﬂ
from the field of pattern analysis in the GIS make a Clark based ':“
approach reasonable. It is now possible to "grow" watershed boun- ¥
daries directly from raw elevation data and then segment this Q‘e
watershed into subareas and link individual cells into a8 flow net- R
work. Figure 5.7 from Sircar (1986) shows the contour map of a R
small USDA experimental watershed. This contour map was digitized o,
and put into a GIS framework. Area filling and region-growing “;‘
algorithms were implemented to assign each cell a slope, aspect, i,
and connectivity relative to its flow direction to adjacent cells. :;:F
A land cover was then overlayed to develop Manning roughness coef- :;:'
ficients. These data allowed a detailed flow network to be devel- o
oped which was reduced to the time-area curve shown by Figure 5.8. :a::
This approach could be used for both the pervious and impervious ‘
segments of the watershed. The technique is especially attractive " n i
because it can be completely implemented on an IBM-PC/AT. :::

-ﬁ\n'

In summary, there are immediate opportunities to expand the Ef?'
use of remote sensing in urban hydrologic modeling. As recognized N :¢
by HEC in the development of SAM, remote sensing and GIS must be -
fully integrated if meaningful advantages are to be realized. With SR
remote sensing and GIS, the current structure of HEC-1, especially -“a;
the Clark hydrograph option, can form the base for a model that :::N
could be a significant improvement over those currently used in ':J:
urban hydrology. ’:ﬁ:
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titustration of the digital simulation of Time-Area lso-

chrons.

(a)

Input contour line tracingderived from the original

map of Treynor watershed, lowa (source: USDA-

ARS, 1964].
(b)

An alphanumeric display of the 10 minute Time-

AreAa.isochrons corresponding to the watershed
draining to the channel system shown in (a).
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FIGURE 5.8 Plots depicting the results of Time-Area computations.
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5.12 ZExample of Hydrologic Modeling Using ERDAS and a '::b,
PC-Based GIS ';\i-:j,'
Ay
The Corps of Engineers currently have approximately 18 ERDAS WANY
Image Processing Systems, most of which are supported by IBM et
PC-AT’s. The Corps also has a very large number of "off-the-shelf" ,O'g:l"':f
microcomputers, many of which are either IBEM PC's or are IBM com- .|:",|:".
patible. Thus, the experiment described in this section is espe- .:'f." X
cially important because of its potential for immediate application (N '.".
by Corps of Engineers installations. ‘l-'
This section describes the use of an IBM-AT supported ERDAS 'r_:::;::‘
image processing system to develop the land cover distribution of a i-:.-_..‘_":.
watershed that falls within parts of four USGS 7.5 minute .:-::::. \
quadrangle sheets. The registered land cover is resampled to :-_:'-:'-'_E
produce a 5-second Lat-Long. grid cell spacing using standard Vo
ERDAS image processing utilities. The resulting land cover data ,_.
plane is then copied on to a floppy disk that can be used as input Byt
by any IBM compatible PC. The experiment to be described then uses \"
the ERDAS generated floppy disk as the land cover data plane in a o
hydrologic modeling study conducted with a GIS operating on an f‘:
*off-the-shelf" IBM-AT equipped with an EGA graphics board. ﬁhzs :
There are a number of companies that either offer GIS packages ':;\i )
that operate on PC’'s or will begin offering such packages in the ,-\.:'_-sj
near future. ESRI has released portions of its PC-based ARC/INFO, -':.-'_;_-
GEOVISION, Geobased systems, Bausch and Lomb, Comarc, ERDAS, ERCHAY,
Terra-Mar, Integraph and Kork systems are examples of other sup- AN
- pliers. Because of its immediate availability to EarthSat and its ‘,-..:Y
consultants, the present experiment used a GIS developed by Ringan _:’-:.":
Associates of University Park, Maryland, to demonstrate the practi- N
cal interface between PC-based image processing and hydrologic A
modeling. The Ringan GIS has not been offered commercially, but it j.‘
is representative other systems relative to its application to St
hydrology. Table 5.5 lists the major capabilities of the Ringan i‘?.‘f.‘-‘
GIS. M
_‘-:_\.’-w
The objective of the experiment was to use the ERDAS image 's.r%:
processing system to define the land cover data plane for the 21 DA
square mile Upper Anacostia River Basin located in the Maryland
suburbs of Washington, D.C. This watershed was selected because it con _.,
was one of the first to be modeled wusing Landsat-1 (Ragan and ".:-,'::-"."
Jackson, 1975, "Hydrograph Synthesis Using Landsat Remote Sensing :::_’,:.'\'-,.
and the SCS Models," NASA X-913-76-161). Experience with ERDAS :.:f'_.:-:’::
and IBM PC’s would be especially interesting because the earlier iy
effort required the use of General Electric’s IMAGE 100 that rented s
for $240/clock hour and a UNIVAC 1108. The earlier effort required 7\‘2-
three hours of IMAGE 100 time with a specially trained operator and -::::}..‘-'_':
R
A \‘:
7:.'::}-4'
®
BNV
TATA )
TN
A
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TABLE 5.5: GIS CAPABILITIES WITH AN IBM MICROCOMPUTER
Comprehensive GIS capabilities with an "off-the-shelf” PC;

Develop and maintain multi-plane data bases for an entire area
of jurisdiction such as a county or region;

Define a sub area of interest such as a watershed from a digi-
tizing table or by keyboard entry and:

o Obtain color maps on a graphics CRT and symbolic

maps on a printer that show the spatial distribution
of:

Land Use (existing or proposed)
Soil Type

Slope

Zoning Categories

Census Attributes

Streets or Streams

Specific Facilities

o Produce statistical tables that tabulate the rela-
tive quantities of classes within each data plane;

o Perform relational analyses that result in color crt
and symbolic printer maps that show the locations of
user-defined conditions among classes in several
data planes;

o Compute areas, lengths and distances;

o Define parameters required for SCS hydrologic models
and compute peak discharges and hydrographs for
existing and user-defined watershed changes;

Maintain communications with a supporting mini or mainframe
computer to access mass storage devices or use faster computa-

tional capabilities; and

Modify the model module of the overall system to accommodate
different simulation packages.
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the GIS was run on the UNIVAC 1108. The present effort was con-
ducted entirely in a PC environment with two hours on the ERDAS and
10 minutes on the PC GIS. The staff running the ERDAS were civil
engineers who had received two partial days of training during the
system installation. They had received no formal training with the
GIS other than "just working with it."®

The ERDAS geometric corrections utility requires the input of
ground control point coordinates. This can be done on the ERDAS
system either through a digitizer or by keyboard entry. The pre-
sent experiment used a digitizer interfaced to a totally indepen-
dent PC. A PC utility was written in BASIC that allows the digi-
tizer's x-y coordinates to be transformed to either Lat-Long or UTM
and output to a floppy disk in a format that could be read by the
ERDAS system. The ground control points and the boundary of the
watershed on the four quad sheets were digitized, copied onto a
floppy disk and taken to the ERDAS system.

In order to minimize the PC-AT running time required for the
maximum likelihood classifier, ERDAS utilities were used to isolate
a window from the 512x512 display. The classifier was run only on
this 260 x 300 portion of the image. After the land cover «classi-
fication was completed. The ERDAS utilities rotated the image,
made the geometric corrections using the ground control points,
conducted a supervised maximum likelihocd classification, isolated
the watershed from the rest of the image, resampled to provide a
cell spacing of 5-second lat-long and then copied the results onto
a floppy disk as an ASCII file.

The format, as required by the GIS, is a simple rectangular
matrix with one character assigned as the land cover attribute for
each cell. Each alphabetic character represents the 1land cover
class for the cell location. Zeros are assigned, in this case, to
the remaining cells surrounding the area of interest. In most
instances the ERDAS is used to create floppy disks containing
several complete quad sheets. The 5-second cell covers about 4.5
acres and is widely used by planning agencies. An ERDAS generated
quad of this format stores as 8160 bytes. We also transfer quads
with 236x300 pixels that store in 71.6 K bytes.

The Ringan GIS partitions its data bases into quad sheets to
increase efficiency in the PC environment. The Ringan GIS runs the
SCS models by overlying the land cover and soil data planes to
define a curve number for each cell which is the averaged for all
or a portion of the watershed. The slope data is used to compute
the average watershed slope required for developing the hydrograph
shape.

In the present experiment, a portion of the existing land
cover is changed to show the ability of the GIS to examine the
hydrologic consequences of alternative watershed development.
Thus, a portion of a forested area is converted to a regional shop-
ping center. Figure 5.9 is a line printer map of the satellite
derived existing land cover and Figure 5.10 shows the land cover
with the shopping center imposed. Pigure 5.11 shows the hydro-
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kA graphs produced by a SCS-Type II 24-hour, 4.8 inch rainfall under
¢ existing and proposed land cover conditions. Table 5.6 1lists the
hydrograph and SCS model parameters.

5 Figure 5.12 is another example of a GIS capability, relational
h analysis. The land cover, soil and slope data planes are overlaid
¥ in this approach to determine the location of all areas in the
? watershed that are either grass, cultivated or forested that are on
:: either a C or D soil where the slope is greater than 10Z.

3 This entire GIS analysis took less than 10 minutes with pro-
I grams written in basic. The 512x512 window containing the water-
N shed was isolated from the Landsat tape on a minicomputer and sent
o to the ERDAS for copying onto a 1.27 mb floppy disk. From that
% point on, all work was conducted in an IBM-PC environment by civil

engineers whose training is primarily in hydrology rather than
image processing. With its inventory of ERDAS systems and IBM

"
b PC’s, the Corps of Engineers are in a position to fully implement b
% the above and similar approaches. g
4

'd
: A GIS package that runs on a PC does not appear to be avail- -

able at more than a few Corps of Engineer facilities. At least
some of the ERDAS units of the Corps were supplied with the GIS
option. One approach would be for the Corps to add the ERDAS GIS
to all existing units and move into PC-based Landsat modeling with

' a minimum start-up time. Unfortunately, the ERDAS GIS would be N
3 limited to PC’'s equipped with the ERDAS boards. The fully confi- N
gured ERSI PC GIS will be available shortly (through either ESRI 6'
F directly or through ERDAS) and should be seriously considered. —
N There are no plans to market the Ringan GIS as a “"software pack- T&
s age." Because training and follow-up support are so critical. s
! Ringan’s plan is to distribute its GIS through a short course con- N
o cept in which there is a fee charged for the training of each par-
5 ticipant. At the end of the short course, the participants will be
0 given a complete set of programs with no additional charges that o
X are licensed to their organizations at the participants’ duty loca- ;\
’,l. tions. 3
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AN EVALUATION

6.0 REAL TIME ESTIMATES OF PRECIPITATION AND SNOW COVER:
OF HEC OPTIONS

The Corps of Engineers through the Bydrologic Engineering Center
(HEC) supports a wide range of hydrology-related activities. These
_ include reservoir management and flood forecasting. The application of Bttt
E: remote sensing tools and geographic information systems forms a future )
s technology thrust for the Corps and HEC.

Remote sensing tools now available to hydrology extend beyond the

p well-demonstrated use of Landsat and SPOT to provide land cover infor- A
' mation. Rather, any remote-sensing evaluation must extend to the »ﬁy
¢ meteorological satellites, i.e., GOES (geostationary) and NOAA (polar ‘f:c
D orbiter) and to the RADAP and NEXRAD meteorological radars. )

Use of GOES and/or NOAA data to provide precipitation estimates, to

map surface flood waters, and to map snow cover has been developed over 255
b the past two decades. Studies initiated over Africa by Barrett (1970), ﬁn
: Follansbee (1973), Scofield and Oliver (1977) and over much of the world ey

by Merritt et al. (1975) provide ample evidence that satellite estimates Pyt
of rainfall are rather accurate for areas of about 25 by 25 miles. "

N
} The CROPCAST™* Agricultural Information System developed and ope- 3;1
: rated by Earth Satellite Corporation, has used satellite rainfall esti- .Hﬁ
| mates on a 25-mile scale for over 10 years. Accuracy estimates :{;
b, (Heitkemper et al., 1981) indicate RMS errors im 24-hour precipitation A
' of 4 mm. D
v-
In 1986 a version of the CROPCAST System was developed and tested ‘\“
? as a flash flood forecast system for Tulsa, Oklahoma. The Tulsa System
: used a 3 by 3 mile cell structure and combined radar (RADAP 1II) and Ef
ground measurements as its primary source of rainfall inputs; however, -,,ﬁ
* tests were conducted using GOES data to prepare rainfall estimates. A
Results of these tests support the concept that rainfall estimates can o
X be made at a 3 by 3 mile cell level, (Merritt et al., 1986; Hlavka et 5:.
' al., 1986). ~

Snow cover has been mapped in both flat and mountainous river )

2 basins with satellite data from the Landsat, NOAA (AVHRR) and GOES oy
3 satellites for more than two decades. Results of this work show con- .g,
~ clusively that although snow area can be mapped, very little can be D!
! determined about snow depth and nothing can be said about snow water ~$§?
in equivalent. }}f
A :‘?
< The problem of snow depth and water equivalent has been taken on by e
E CROPCAST in addressing the winter grain kill problem. Using a budgeting e
ol procedure which continuously monitors the conditions occurring during :f:
. snow fall and which inputs only a measurement of reported 1liquid water f{h
; equivalent (in the USSR) the CROPCAST snow budget estimates snow depth gf:
- and snow water equivalent. This information is used to (a) assess the o]
N insulating potential of snow cover under very cold conditions and (b) Sk
provide an estimate of the water that will enter the soil during spring s
melt in order to initialize the CROPCAST soil water budget. j:,.
J‘\J'
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Although there is no question that satellite sensors from both
earth resources and meteorological-type satellites can provide useful
data for hydrology, satellite data should be considered in the context
of the various other data sources, i.e., radar and ground observations
as well as in the context of models such as the CROPCAST snow budget
model. The source and context of hydrologic input data also needs to be
evaluated in terms of the precision of the hydrologic models using the
input data.

The following sections outline two sources for satellite-derived
rainfall and snow-cover information and examine costs for each source in
terms of a Corps’ operational need.

6.1 Satellite Rainfall Estimates - Sources and Cost Estimates

There are essentially two potential active sources, today, for
satellite-derived rainfall estimates in the U.S. These sources
are:

1. NOAA - via the Integrated Flash Flood Analysis (IFFA)
Program in the World Weather Building, Camp Spring,
Maryland. Contact Dr. R. Scofield (301) 763-8282.

2. Earth Satellite Corporation, CROPCAST, 7222 47th Street,
Chevy Chase, Maryland. Contact Mr. Earl §. Merritt (301)
951-0104.

A potential alternative would be for the Corps to acquire the
skills, hardware and software for them to develop estimates them-
selves for all operational needs.

6.1.1 NOAA - R. Scofield

Visits with Dr. Scofield to review the potential for NOAA to
serve the Corps’ needs produced the tollowing information:

a. If the Corps wants a full time precipitation support
facility the costs would be based on development of a
separate dedicated unit at the World Weather Building to
support Corps needs. Estimated costs for this option
would be:

Start-Up Costs

Interactive hardware $150,000

Interactive software 50,000

Total $200,000
-90-
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Continuing Costs .
hyivgle
Five (5) Senior Meteorologists ﬁaﬁ
Two (2) Hardware Contractors waj
One (1) Software Contractor BN
@
Total $500,000/Year o
Y Y.
OO
This estimate does not include any cost for digital satel- g?'}r
lite data (presumably it could supplied at low cost under inter- “dﬂ:
government agreements). 8
Pt
If the Corps does not have a continuing need but rather has :J*‘

A

"? ? - &
SRR

limited experimental requirements it may be possible for the local
weather office to arrange support, but such support would be
limited and would often depend on the goodwill developed between

o

the Corps and the local NWS Meteorologist-in-Charge. °
In either case NOAA support with satellite data would be r
based on the IFFA System and would therefore provide a county level Q?ﬁ“

estimate. Some large counties can be subdivided. There is no
current plan in NOAA to provide grid cell precipitation data.

P
(- ’
VY,

.

o
SO
6.1.2 CROPCAST™ . E. Merritt .::::;:
Yoy
The CKROPCAST System is in full-time worldwide operation. ' .
Precipitation derived from satellites enters the system every six :ﬁﬁ%ﬁ
hours in a 48 kin x 48 km cell structure. CROPCAST System algo- .'
rithms merge satellite-derived estimates with available ground ol
reports using an objective analysis procedure. The integrated NI
rainfall estimate has a RMS error of about 3 mm/day.®’/ Thus, the iiﬁ
merger procedure reduces the RMS error by nearly 1 mm/day. R
a0

The cost to receive CROPCAST precipitation estimates devel- i‘ﬁ
oped from merger of radar (digital summary), ground service A/C IR0
reports and satellites at six-hour and 24-hour intervals on a 36 by SﬁvQ

ey

x

6/ Tests were conducted of EarthSat’'s precipitation estimates using 31
rain event cases chosen from events over the central and eastern United
States in 1978 and 1979. Evaluations of satellite alone, ground station

alone and CROPCAST combined system errors were made. The results are it:{o
shewn in Table 6.1 and Figure 6.1 as reproduced from the Final Report I
under Cuntract NA-80-SAC-00747 with U.S. Department of Commerce, :\:a
NOAA/NESS, August 15, 1981. The report was authored by L. Heitkemper, f:d::
E. Merritt, D. Hlavka and K. Marcus of EarthSat's CROPCAST™ Group. The REREN -

errors presented in the table and figure are for 48 km cells and 24-hour ®
time intervals. The "truth" used was average rainfall derived from ':’Q*
climatological reports not available to the original analysis. An el
analysis which includes radar alone or covers areas smaller than 48 km ﬁyt'
has not yet been performed. :*’ '
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TABLE 6.1: IMPROVED RAINPALL STATISTICS

._._,
L ®
£

Avg. Error (um) RMSE (mm) % Cases (3mm) % Cases (7mm)

W

System Ralufall Algorithm 4,52 7.90 77.1 88.1
Satellite Alone Estimate 5.23 9.05 73.1 85.8
Station Interpolation 4,48 8.43 77.5 86.6
Closest Station 4,96 9.62 79.4 85.9

. oo
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.'P

Improved Satellite Alone 4,42 7.95 78.3 88.7
Improved System 3.84 7.40 82.2 91.5
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36 km cell basis would be approximately $4,000/month. Minimum :’f‘a
performance periods could be negotiable but would be expected to be ;ﬂﬁ
three months. vﬁ&g
If the Corps wished to have CROPCAST improve the cell reso- ®
lution of the data or increase the frequency of delivery additional L,
labor would be required, estimated as: Ria,:
")
Cra!
Ky
One (1) full time Meteorologist $ 75,000 o
One (1) Meteorologist Tech 25,000 )
(™
‘I,
t.n. \
$100,000/Year ?kx.
s
2
This option would provide the Corps with a dedicated team e
and outputs at about a 18 lkm by 18 km resolution with precipitation
estimates delivered at three-hour intervals. This option would 'th
also provide forecast support for Corps problems 12-16 hours per l..::?
day. )
{ \“’
p‘,
Y. )
6.1.3 Corps - In-House Facility °
by
v*"\-
Development of an in-house capability for Corps satellite dkf&
precipitation support can take two primary approaches. The basic FQ :
output of the two approaches is similar. g
e
N
o
a. Duplicate the NOAA IFFA System at a Corps facility, or A
b. Duplicate the CROPCAST System at a Corps facility. :ﬁi
E\'
. If 1
In addition to the options listed previously it would be pos- W
sible for HEC to develop a capability to use the GIS together with
satellite, radar and ground report in a qualitative form to improve bl
rainfall assessments. However, it appears that the effort could ‘\h\.
benefit from some of the data handling algorithms developed by ;ﬁ
CROPCAST. This approach, would add a relatively small amount of o
cost, which would be offset by reducing the manpower needed to ) ﬁ$'
reinvent the procedures. The CROPCAST system is a relatively .9
straightforward GIS based process that uses polygon or run length ;,:i
data entry, grid-cell data storage and map-based output. NN
)
R
NG
6.1.3.1 Duplication of NOAA Facilities AT
The estimated cost to duplicate the NOAA IFFA system is EFQ}
very similar to NOAA's proposal to meet Corps needs, i.e., RSNy
l‘\l ]
Y
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®
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¥
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o Start-Up
R
s Interactive Hardware $150,000
ﬁ‘ Interactive Software 50,000
gs NOAA Training Support TBD*
K}

. Total $200,000*

¥

W
q; Recurring Costs
l"
h Five (5) Meteorologists

L Two (2) Hardware Contractors

" One (1) Software Contractor

e Total Estimate $500,000/Year
N Family of Services

kA

Domestic Line 2,000/Year

ﬂ Public Services 2,500/Year
: Satellite Data Line 50,000/Year
!

'

5 Total Estimate Recurring $554,500/Year
a! Non Recurring 200,000

; First Year Costs $754,500

.'

K

:: 6.1.3.2 Duplication of CROPCAST Facllities

Start-Up

éj Interactive Hardware?’ $25,000

. Interactive Software®’/ 50,000

b CROPCAST Training®/ 7,000

‘ Total $82,000

. Recurring Costs

N Two (2) or three (3) Meteorologists $150,000

* 1/2 Hardware support contract staff 50,000

: $200,000/Year
|

- 2

9

3 1/ Interactive Hardware System PC/AT, EGA, Digitizer plus Image
3 Capture Board

2

R 8/ CROPCAST System Purchase

: 9/ Fourteen (14) days @ $500/day (Estimated 3 person/weeks on-site plus
" expenses.
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Family of Services g
A
[
- Domestic Line $ 2,000/Year 14t
- Public Service 2,500/Year o
l..
GOES Tap Lo
- Harware Lease $ 10,200/Year "?
- Expendables incl. 't
-@
Total $296,700/Year oy
I-P. .
)
The key differences between the NOAA IFFA System and the 3o
CROPCAST System design are in the hardware and software. %
CROPCAST's hardware builds on its use of hard copy image data d
received on the GOES Tap line whereas NOAA's System is tied to the ﬁ?‘
digital data stream from GOES. This allows CROPCAST to use an A
inexpensive PC-based system while NOAA must use a much more expen- oy
sive, specially designed system. CROPCAST software is designed to ¢
merge satellite, ground reports and digital polar summaries and A
then to provide an integrated precipitation value whereas the NOAA :‘[\
system provides a satellite only output. h&\
<
.\':: )
6.1.4 Summary of Satellite Precipitation Options o
J
The options available to thke Corps for satellite-derived 15-
precipitation estimates range from setting up a dedicated facility A
at NOAA, to purchasing data from EarthSat CROPCAST, to establishing :\:
an in-house capability. The costs for these options vary widely. Q?‘
On a cost basis, CROPCAST option is highly cost effective. From a :«"
control of data source basis, an in-house system would probably be r
preferred; obviously, the decision must also include policy and o
administrative considerations. v
l‘..
N
2
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6.2 Satellite Snow Area Data and Related Activities

There are essentially two potentially active sources for snow
area information from satellites in the U.S. These sources are:

a. NOAA - NWS - Federal Building, Room 1728, 601 East 12th
Street, Kansas City, Missouri, Milam Allen (816)
374-3427, FAX 758-3217.

b. Earth Satellite Corporation - CROPCAST™, 7222 47th
Street, Chevy Chase, Maryland, joined with Satellite
Hydrology Inc. at 7222 47th Street, Chevy Chase,
Maryland. Contacts Earl S. Merritt or Donald Wiesnet
(301) 951-0104.

6.2.1 Corps In-House Facility
Development of an in-house capability for Corps satellite

snow-covered area support can have two approaches. The basic out-
put of the two approaches is similar.

a. Duplicate the NOAA System at a Corps facility, or
b. Duplicate the CROPCAST System at a Corps facililty.
6.2.2 Duplication of the NOAA Facilitles

The estimated cost of duplicating the NOAA snow cover
mapping system is as follows:

Start Up:
Interactive Hardware $150,000
Interactive Software 50,000
NOAA Training Support {incl)
Total $200,000

Recurring Costs:
2 Satellite Hydrologists
1 Computer Programmer/Analyst
1 Hardware Contractor
1 Software Contractor

Total $400,000/yr

Family of Services:
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Domestic Line $ 2,000/yr
Public Services 2,500/yr R
Satellite Data Line 50,000/yr LY
]
Total Estimate Recurring: 454,500 v
Total Estimate Nonrecurring: 200,000 <
First Year Costs: $654,500

6.2.3 Duplication of the CROPCAST Facilities

Start Up:
Interactive Hardware $ 25,000
Interactive Software 50,000 o
CROPCAST Training 7,000 :}
W
9
$ 82,000 ::;
NG
L2y
ey
Recurring Costs: ™
..“\
1'*
2 or 3 Meteorologists $150,000 Byt
1/2 Hardware Support 50,000 ::
"
$200,000/yr e
Family of Services: o
o«
\I
Domestic Line $ 2,000/yr ::
Public Services: 2,500/yr e
g
GOES Tap. ®
N
Hardware Lease $ 10,200/yr Qﬂ
Expendables (incl) .
$296,700 -

The key differences between the NOAA IFFA System and the CROPCAST
System design are discussed in Sections 6.1. y
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6.3 A Dual System for both Precipitation Estimation and Snow
Cover Maps
The estimated costs for snow cover mapping and precipitation
estimating are similar because of similar hardware, software, and
training requirements, and similar services and personnel costs.
It would be highly cost effective to establish a dual system that
could accomplish both purposes. Table 6.2 compares these costs.

TABLE 6.2: COST COMPARISON OF PRECIPITATION ESTIMATION, SNOW COVER
MAP, AND A COMBINED SYSTEM FOR CORPS FACILITY

Precip. Est. Snowcover Map Dual System
NOAA CROPCAST NOAA CROPCAST NOAA CROPCAST

Start Up
Interactive Hardware 150K 25K 150K 25K 150K 25K
Interactive Software 50K 50K 50K 50K 50K 50K
Training Support Incl. 7K Incl. 7K Incl. 7K
200K 77K 200K 77K 200K 77K
Running Costs
Personnel 500K 200K 400K 200K 700K 300K
Family of Services
Domestic Line 2K 2K 2K 2K 2K 2K
Public Services 2.5K 2.5K 2.5K 2.5K 2.5K 2.5K
Satellite Data Line 50K 10.2K 50K 10.2K 50.K 10.2K

54.5K 14.7K 54.5K 14.7K 54.5K 19.7K
Total Estimated Recurring $554.5K 214.7K 454.5K 214.7K 754.5K 214.7K

Total lst Year Costs 754.5K 296.7K 654.5K 296.7K 954.5K 296.7K

A dual system for both precipitation estimation and snow cover
mapping is another alternative. Duplication of a CROPCAST system
for dual purposes would cost significantly less the first year than
duplicating the NOAA system. Recurring annual costs would also be
less than those of the NOAA system.
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6.4 CROPCAST Snow Budget

L

-

The CROPCAST System generates snow depth and water equivalent
information throughout the winter season. Calculations are made at
the Service A and Service C reporting stations. Satellite observa-
tions of snow area are periodically compared with the model output
to assess model accuracy. While these data have not been used for
hydrology it does appear that such data could be overlayed on the
satellite-derived snow area coverage to provide an estimate of
variations in depth and snow water equivalent. The estimated cost
of providing the CROPCAST output to the Corps would be about $1,000
per month for all locations in the U.S.
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APPENDIX A oy
A
REMOTE SENSING BY THE CORPS OF ENGINEERS RELEVANT ’: X
TO HEC ACTIVITIES PROGRAM o
S
The U.S. Army Corps of Engineers became actively involved in apply- “?{
ing remote-sensing technology for hydrologic engineering and planning hg@
activities in the early 1970’°s. The results of 1initial studies were R
reported at the First Remote Sensing Symposium of the Corps held at the -
NASA Manned Spacecraft Center at Houston in 1975, but the proceedings oy
were not published (Jarman, personal communication). In 1975 most of W]
the presentations were by hardware developers or principal investigators Qg
who described remote-sensing theory, instrument design and data process- N
ing. i
®
The Second Corps of Engineers Symposium (USACE, 1979) was held at g
Reston, Virginia, and a variety of presentations were made on data col- dﬁ:
lection, sensors and applications directly or indirectly relevant to the {"L
Hydrologic Engineering Center's research and technical assistance func- .?w
tions. Table A-l1 is a listing of applications, platforms, and sensors sﬂ}g
described in papers that should be of direct interest to HEC. ®
it
The role of remote sensing by the Corps of Engineers was succinctly ﬁSﬂ
and effectively stated by the Deputy Chief of Engineers, R.M. Wells (in .ﬁﬁ%
USACE, 1983, p. 173). He stated, "Remote sensing’s role in the future 4&%
is as a data collector--a way of collecting larger amounts of data, .\9f
reducing labor intensive efforts, and providing more timely data more ®
quickly." The responsibilities of the Hydrologic Engineering Center B!
relating to remote sensing could be similarly stated, but 1limited to é?’»
application’s within its functions of research, technical assistance and o
planning.
e
By 1981, remote-sensing technology relevant to applied hydrologic ®
engineering, planning and research by various Corps of Engineer offices ey
had become both more sophisticated and more widely used. Significant :\ )
advancements were made using advanced data processing systems and o)
improved analysis capabilities. At the Third Remote Sensing Symposium im‘
held at Nashville, Tennessee (USACE, 1981), Moore (p. 114) reported on }Q ;
processing capabilities for hydrologic information systems. He sug- ®

)

gested a six-step approach to data processing consisting of data selec-
tion and preparation, parameter evaluation, areal stratification, data

a_s
Pl
'll‘

7,

€ 2.
W frtets

merging and integration, mcdel derivation and testing and use of ope- Y
rational models. Bartolucci and Davis (p. 131) reported that Landsat —23:
data in digital format together with numerical, computer-aided analy- ;uﬁr
tical techniques can provide more information at a higher level of map- ®
ping detail than can be achieved using photointerpretation techniques. N
Algazi et al. (p. 145) determined land-use classificatinn by computer :L::
processing of Landsat data and applied the resultant information content ~jx-
to hydrologic planning models. :i'
Ay
Table A-2 is a listing of applications, platforms and sensors ®
applicable to Hydrologic Engineering Center’'s planning, research and 3
technical assistance functions as reported at the Third Symposium. \j \
i
R
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The Fourth Remote Sensing Symposium was held at Reston, Virginia
(USACE, 1983) and further advances relevant to hydrologic engineering,
planning and research were reported. Operational uses of remote sensing
from various Corps Divisions, Districts and Laboratories were rapidly
expanding. Remote sensing in the Corps of Engineers was in transition
from experiment to beneficlary usage in operational systems (Jarman, in
USACE, 1983, p. 1). Many of the papers were given by the user community
and the presentations were of greater depth and scope than ever before.
Progress could be measured by advances in the Corp’s capability to
undertake broad operational missions. Substantial progress was made in
data handling, processing and distribution.

Some user missions, especially in the field of hydrology require
fully processed satellite data within 24 to 48 hours after observation;
much faster than the Corps had been able to provide it. An important
step in overcoming this deficiency was made by the implementation of the
Landsat Emergency Access and Products (LEAP) Program by the Corps of
Engineers.

0f special significance to the hydrologic user community within the
Corps of Engineers was the significant advance in data distribution
during the early 1980's. NASA launched the first tracking and data
relay satellite (TDRS) to collect and relay data transmissions from
orbiting platforms in real time, eliminating complete reliance on tape
recorders for on-board data storage. The increasing availability and
decreasing costs of DOMSAT communication links made them more efficient
and cost effective as primary channels for distributing remote sensing
data to users.

Jarman (USACE, 1983, p. 2), however, pointed out the mneed for
immediate and intense concentration in the development of user models if
the potential operational remote sensing is to be fulfilled. "A user
model, " he stated, "is usually defined as the algorithm or procedure
that translates remote-sensing data into a form directly usable by
resource managers for decision-making.®" Hydrologists had already taken
the first step by using remote sensing to model and predict runoff. He
cited the five-day weather forecast as another example in which satel-
lite data are used in model.

Table A-3 lists presentations made at the Fourth Remote Sensing
Symposium relevant to the Hydrologic Engineering Center's planning,
research and technical assistance functioms.

The Corps of Engineers has had a long record in disaster response
and anticipates future added duties (Dawsou, JZa USACE, 1983, p. 25). As
a result of the transfer of responsibilities under Executive Order 11490
for water management in national emergencies from the Department of the
Interior to the Corps of Engineers, the Corps will play an even larger
role in water-resource emergencies and mobilization support activities.
This responsibility will entail increased effort to plan for both
drought and flood emergencies, including drought contingency planning,
flood warning and preparedness planning.

Remote sensing data will play an increasingly important role to
sustain and improve the Corp’'s quick response capabilities in disaster
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response. The Corps of Engineers is working with the Federal Emergency
Management Agency in developing an operational procedure to coordinate
emergency acquisition of satellite and aircraft remote sensing for a
quick response during national disasters. Development of operational
procedures--especially when flood or storm emergencies are involved--
fall within the purview of the Hydrologic Engineering Center’'s research
and technical assistance mandates.

By the time of the Fifth Corps of Engineers Remote Sensing
Symposium, held at Ann arbor, Michigan in October 1985, numerous
District and Division offices had begun to apply remote sensing tech-
nology operationally. Indeed the symposium was organized by the
District and Division offices many of the presentations were made by the
field offices using state-of-the-art technology (Lichy, 1985).

At the Fifth Symposium, the Chief of Engineers went on record with
his belief "that it is time to increase our use of remote sensing tech-
nology to augment our data acquisition requirements in support of our
engineering and construction programs; just as we have had it for our
planning and operations activities.®

Table A-4 lists the various applications made of the technology by
the laboratories and field offices that were reported during the fifth
symposium. This listing suggests areas of research and technical assis-
tance in hydrologic engineering that might be addressed by HEC for pur-
poses of advancing the state-of-the-art.

The Hydrologic Engineering Center should significantly increase its
participation in Corps of Engineers and other symposia in the fields of
remote sensing and applied engineering to demonstrate its considerable
expertise and capabilities in research and technical assistance for the
District and Division offices. Co-authorship of papers and presenta-
tion’s by HEC and field scientists would be helpful in gaining recog-
nition and funding for HEC in future activities required for advancing
the state-of-the-art. Indeed HEC should give serious consideration to
hosting and organizing Corps Remote Sensing Symposia in the future.
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APPENDIX B

OVERVIEW OF NEW AND NEWLY OPERATIONAL SATELLITE SENSORS

B.1 Introductlion

In March 1972, a paper by Brooner and Nichols began with the fol-
lowing sentences -- ones which are equally applicable in 1987:

*In the past decade the fleld of remote sensing has pro-
duced increasingly sophisticated and useful tools to Dbe
applied to environmental programs and problems. Among the
relatively few who have observed or participated in this
development, remote sensing has effectively and effi-
clently demonstrated the ability to meaningfully record a
multitude of phenomena In our environment. Many recently
demonstrated applications have become operational.”
(Brooner and Nichols, 1972)

Approximately four months later, NASA launched into orbit the first
Landsat type satellite. Success of Landsat-1, an experimental program,
has been followed by launches of four more Landsats, program transfer to
operational status administered by NOAA (1983) and commercialization by
EOSAT (1985), and launch of the first non-U.S. (France) commercial
remote sensing satellite, SPOT-1, in 1986, and the Japanese MOS-1 satel-
lite in 1987.

In addition, a series of geostationary environmental satellites
operated by the U.S. (GOES), France (Meteosat) and Japan (GMS) provide
real-time meteorological observations worldwide, complimented by a
series of polar-orbiting environmental satellites operated by the U.S.
(NOAA AVHRR) and Soviet Union (Meteor).

Additional earth resources and environmental satellites are planned
into the next decade. While the U.S. dominated the satellite remote
sensing industry for 14 years, it is today a truly international initia-
tive. International remote sensing systems reflect the growth and
potential of a global industry, and open the door to interntional
cooperation and better management of the earth’s resources.

Numerous references have documented the characteristics of each
satellite’s sensors and performance as well as developmental and ope-
rational applications of the remotely sensed data. The following dis-
cussion, along with attached tables and figures, provides comparisons of
the main features, including orbits and sensors, for the series of
Landsat, SPOT, MOS and NOAA satellites (Table B.1l).
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TABLE B.1l: SELECTED OPERATIONAL EARTH RESOURCES SATELLITES

Inactive Platform Country Sensor
Landsat-1 1972-1978 USA 79 meter MSS
Landsat-2 1975-1982 USA 79 meter MSS
Landsat-3 1978-1983 USA 79 meter MSS

38 meter RBV

Active as of December 1987

Landsat-4 1982- USA 79 meter MSS
30 meter ™
Landsat-5 1984- USA 79 meter MSS
30 meter RBV
SPOT-1 1986~ France 20 meter MS
10 meter Pan
MOS-1 1987~ Japan 0.9 km/2.7 km VTIR
50 meter MESSR
31 km MSR
NOAA-8 USA AVHRR
NOAA-9 USA AVHRR
GOES USA VAS
VISSR

The Landsat and SPOT series of satellites are both designed for
regular, intermediate-to-broad area coverage of the earth’'s surface,
providing medium-to-low resolution multispectral data at low cost per
square kilometer. Significant comparative differences, however, exist
among the principal sensors, e.g., Landsat’s Multispectral Scanner (MSS)
and Thematic Mapper (TM) and SPOT’s multispectral and panchromatic
operation modes, the MOS-1 multispectral radiometer (MESSR), and the
NOAA AVHRR and GOES systems (Table B.2).
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B.2 Pregsent Earth Resources Satellites
Landsat-1, -2, -3

For purposes of this discussion, Landsat-1 (launched in July 1972),
Landsat-2 (March 1975) and Landsat-3 (March 1978) are treated as
identical, successive systems providing continuous data until
Landsat-3's retirement in September 1983. Each satellite orbited the
earth, once every 103 minutes and at an altitude of approximately 915
kms (540 miles).

As shown in Figure B.1l, 14 southbound (descending) daytime orbit
segments were covered in Landsats 1,2,3 during a single day; northbound
(ascending) orbit segments covered the dark side of the earth. The
satellite orbit shifted westward one complete path each day; at the end
of 18 days, or 252 orbits, the cycle for complete earth coverage began
again.

A four-channel, MSS imaged a 185 km swath, subsequently framed to
produce scenes covering 185 x 185 kilometers (115 x 115 statute miles).
Image acquisition time occurred at the same time of day, at approxi-
mately 9:42 a.m. local time, and the repetitive orbit provided the
potential for acquiring images from a single satellite every 18 days.
Unique to Landsats 1,2, and 3 was the fact that successive orbits
matched successive days, as shown in Figure B.2. This does not apply to
Landsats 4, 5 (see Figure B.3).

The Landsats 1,2,3 multispectral scanner acquired data in four
spectral bands: 0.5-0.6 um (green), 0.6-0.7 um (red), 0.7-0.8 um (near-
infrared), and 0.8-1.1 um (near-infrared). The minimum resolution ele-
ment, or "pixel," provided an instantaneous-field-of-view (IFOV) of
approximately 79 x 79 meters, or 0.45 hectare (1.1 acre); digital pro-
cessing techniques enable data resampling to a 57 x 57 meter pixel.
Each MSS image is composed of approximately 7.6 x 10 pixels per
spectral band, totaling 30.4 x 10° pixels per scene.

In addition to the muwltispectral scanner, Landsat’s 1,2,3 carried
Return Beam Vidicon (RBV) systems that are similar to television
cameras. Landsat’s 1 and 2 each carried three RBVs that recorded green,
red, and near-infrared images of the same ground area, and produced
false-color infrared images comparable to MSS images. Due to technical
problems, the RBV images were inferior to MSS images, and only a few RBV
images were acquired.

Landsat-3 also carried an RBV sensor system consisting of a pair of
cameras acquiring panchromatic imagery with a spectral range of 0.5-0.75
um. Each scene covered 99 km x 99 km, corresponding to MSS quadrants,
with 8 40 m ground resolution.

Subsequent Landsats have discontinued the RBV systems.
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Landsat-4 and -5

Landsat's second generation of sensors were included on Landsat-4,
launched in July 1982, and Landsat-5, launched in March 1984. These
satellites are larger and more complex than the first generation pre-
decesscrs and include, in addition to the MSS imaging system, the
Thematic Mapper (TM) imaging system.

Landsat's 4 and 5 operate at a lower orbital altitude of 705 km,
resulting in only 233 orbits and 16 days for entire earth coverage.
Sidelap of adjacent image swaths is reduced to only 7.6 percent at the
equator, compared to 14 percent for Landsats 1,2,3. Landsats 4 and 5
orbit paths are parallel but not coincident with Landsats 1,2,3 paths
(see Figure B.3). It is noted that this new orbit, in which adjacent
paths are not sequential, can create limitations to hydrologic
applications for watersheds or hydrologic systems extending beyond a
scene’s edge.

The MSS sensor on Landsat’s 4 and 5 is essentially identical in
image characteristics to Landsats 1,2,3, e.g., four spectral bands, 185
x 170 km (reduced from the 185 km along track image dimension of
Landsat’s 1-3 MSS) area coverage per scene, 59 m x 79 m ground resolu-
tion, or pixel size.

Thematic Mapper

Introduction of the Thematic Mapper (TM) on Landsats 4 (July
1982), 5 (March 1984) began a new generation of satellite remote sensing
with refined spatial resolution and expanded spectral coverage. Ground
resolution of 30 m x 30 m is provided in six spectral bands in the
visible and infrared (0.45-0.52, 0.52-0.60, 0.63-0.69, 0.76-0.90,
1.55-1.75, and 2.08-2.35 micrometers) and 120 m resolution in a Thermal
infrared band (10.4 to 12.5 micrometers).

Each TM image consists of approximately 6,000 scan lines, with
approximately 6,200 pixels along each scan line, compared to approxi-
mately 3,000 scan lines with approximately 3,200 pixels per line for MSS
data (see Figure B.4). This increased resolution, plus additional spec-
tral bands, provides TM with more than eight times the data than con-
tained in an MSS image.

Each of the six TM visible and reflected infrared bands employs
an array of 16 detectors (compared to six detectors for MSS), and unlike
the MSS, recording of TM data occurs during both sweep directions. ™
data are recorded on an eight-bit scale, compared to a six-bit scale for
MSS bards 4,5, and 6, and six-bit for MSS band 7; this provides TM a
greater dynamic range than MSS.
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SPOT

SPOT-1, the first non-U.S. earth rescurces satellite program, was
launched by the French on February 21, 1986. Following an inflight
commissioning and performance evaluation period, SPOT began operational
status on May 6, 1986.

SPOT-1 orbits the earth at a mean altitude of 832 km. SPOT-1's
orbital path consists of 369 satellite tracks, requiring an orbital
cycle of 26 days. A significant feature, however, is a steerable mirror
that can be tilted from side-to-side to target any area within a 950 km
wide area along the satellite's orbit (Figure B.S5). The mirror-pointing
capability means zones of interest can be imaged more frequently than
once every 26 days. For example, an area at the equator can be targeted
seven times during an orbit cycle, while a zone at 45 degrees latitude
can be imaged eleven times during the orbital cycle. This mirror

} pointing capability also enables SPOT-1 to acquire stereo images by
combining two images of the same area recorded during different orbits,
at different viewing angles.

Similar to Landsat, the SPOT-1 orbital cycle is designed so that
the satellite repeatedly crosses the same latitude at the same mean
solar time each day. The geometric relationship between the orbits
descending path and the mean projection of the sun onto the equatorial
plane is constant. Over the equator, SPOT-1 passes at a mean solar time
of 1030 hours each day (Figure B.6).

The following example illustrates how to determine the approximate
local time SPOT-1 will pass over a given location. The graph in Figure
B.6 is used to transform mean solar time into universal time to account
for the difference in longitude between the satellite position and the
original meridian in the Greenwich Time Zone. Universal time is then
converted to local time, as shown.

Example: Time that SPOT-1 passes over Sacramento, CA
Longitude 121°30°'W = 121.5°
Latitude 38°40' = 38.67°
Time zone (difference from Greenwich) 12-8=4

PN

(A
. 3
v s ®

1. Mean solar time of SPOT pass (from graph): 1100 hours

2. Difference between universal time and mean solar time: 8
hours

121.4 (longitude) x 24 hours = 8.1 hours = 0806
360°

3. Universal time of SPOT pass:
1100 + 0B06 = 1906 hours

4. Local time = universal time of SPOT pass - time zome dif-
ference.
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SPOT Catalog Output

K,J valuve
Wes’-loo* imoge

1 1 X 536 279 @6 06 0) 184532 0000 G WKNN 27

Q.3 18.6 124.) 69.2 N 35.3853 %120,/45872
N 35.6975 120.6808 N 35.6014 H}} .9622
N 35.169, W120.8192 N 15.0736 20.1052
Anglé of Satellite
incidence track number

East-look image
1 2 X 537 279 86 06 07 190841 0000 E NNIN 26°%
12.5 22.7 136.2 73.3 N 35.3853 wW120.018%
.

ek, sw v e

N 35.7122 W120.2961 N 35.5764 Wil19.5481
N 35.1903 W120.4753 N 35.0%55%¢ wil19.731¢9
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FIGURE B.5.
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Local time = 1806 - 8 hours = 10:06 a.m.

Because of the off-nadir viewing capability, SPOT does not need to
pass directly cver an area to acquire an image. The number of image
acquisition opportunities is determined by the latitude of a site, with
orbital tracks converging at higher 1latitudes. While the latitude
remains the same for off-nadir viewing of a site, the longitudinal posi-
tion of the satellite varies and can be accounted for with the above
calculations.

ey

AT

t
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SPOT-1 sensors include two high resolution visible (HRV) instru-
ments using a "push-broom" scanner to record image data. An array of
6,000 detectors are linearly arranged, forming the push-broom scanner,
which images a complete line on the ground without mechanical scanning.
The next line is recorded as the satellite advances along its orbit path
(Courtois and Weill, 1985).

The High kesolution Visible (HRV) instrument may operate in two
modes. In the multispectral mode, imagery is acquired in three spectral
bands (0.50-0.59 um, 0.61-0.68 um and 0.79-0.89 um) with 20 m ground
resolution. Each multispectral image covers a 60 km x 60 km ground area
(nadir viewing) with 3,000 pixels along each of 3,000 lines. In the
panchromatic mode, imagery is acquired in a single broad band (0.51-0.73
um) with 10 m ground resolution. Each panchromatic image also covers a
60 km x 60 km ground area (nadir viewing), with 6,000 pixels along each
of 6,000 lines.

MOS-1

On February 23, 1987, the Japanese successfully launched the Marine
Observation Satellite-1 (MOS-1) into a polar sun-synchronous orbit. The
primary objectives of MOS-1 are to measure oceanographic phenomena, and
at the same time provide an experimental platform for basic earth
observation technology development by the Japanese remote sensing
industry. MOS-1 was launched into a 909 km altitude with an inclination
of approximately 99 degrees. 1t orbits the earth 14 times a day, with
complete earth coverage/revisit cycle each 17 days. In this, and
additional respects, MOS-1 is very similar to the Landsat 1,2,3 series, o
but with 50-meter resolution. NN

(VTIR), a Multispectral Electronic Self-Scanning Radiometer (MESSR), and
a Microwave Scanning Radiometer (MSR); characteristics of MOS-1 sensors
are shown on Figure B-7. In addition, a Data Collection System -
Transponder (DCST) provides data relay from a variety of data collection <
platforms (DCP’s). .

"
MOS-1 sensor include a Visible and Thermal Infrared Radiometer N

-
The VTIR system uses a scanning mirror to measure a 1,500 km swath ':::
width in four spectral bands of visible light and infrared radiation: T

0.5-0.7 um (green, red) with 0.9 km resolution; 6.0-7.0 um (infrared),
with 2.7 km resolution; 10.5-11.5 um and 11.5-12.5 um (thermal IR), both
with 2.7 km resolution. This is the primary instrument for sea surface
color and temperature measurement objectives.
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ning without a scanning mirror,
spectral bands identical to Landsat MSS:
(red), 0.72-0.80 um (near-IR) and 0.80-1.10 um {(near-IR).
50 meters, represents a 60 percent improvement over MSS with a

width similar to SPOT (e.g., 60 km).

The MESSR system utilizes a CCD sensor to perform electronic
covering a 100 km swath with four
0.51-0.59 um (green), 0.61 um

The MSR system can measure microwaves emitted from the

face and the atmosphere at two frequencies, 24 GHz
and 31 GHz (21 km resolution).
system that penetrates cloud cover.

sea ice and snow distribution.

km.

The MSR is

earth
(31 km resolution)
a day-night all weather

scan-

Resolution of

swath

sur-

The primary design objective is
measurement of atmospheric liquid water content, moisture content, and

The recording swath width will be 320

MOS-1 data are transmitted to a ground receiving station in Japan;

additional ground stations are under construction

(see

Section B.S5).

Reception by the Gatineau, Canada station will provide coverage for the

eastern U.S. beginning in mid-1988.
the Remote Sensing Technology Center of Japan (RESTEC).

MOS-1 data are available

through

MOS-1 will be
followed by the planned launch of MOS-1b, scheduled for early 1989.

Sensor
Item

MESSR

VTIR

MSR

Measurement Objective

Wavelength (um)

Frequency (GHz)
Geometric Resolution
(IFOV in km)
Radiometric Resolution

Swath width (km)

Scanning Method

Sea-surface colour

0.51 t0 0.59
0.61 to0 0.69
0.72 10 0.80
0.80to0 1.1

0.05
(39 dB)
100 (one optical element)

x2

electric

Sea-surface temperature

60t0 7.0

0.51t0.7 10.5t011.5

115101235

0.9 2.7
55dB" 05K
(Albedo = 80 per cent)
1,500
mechanical

Water content of
atmosphere

320

mechanical

L] . . . . :
Remarks " Signal-to-noise ratio excluding quantization noise.

FIGURE B-7. Characteristics of MOS-1 sersors.

-129-

'\__5 __\’..\..\.';- ',’-\.\ }_-.;\:_-_:_\\'_-,- .‘: _ N

B
N
;l?(’v’n'tv

S

Al
.I‘.l" s

o7

s " ‘-}\I\-"
" l:l."\ LY "'

L2 |
e,

'( ‘.;".- [y x-‘;’\ .'s ;*-
RGN



B.3 Future Planned Earth Resources Satellites

) Landsat-6 - ETM

The Earth Observation Satellite Company (EOSAT) presently plamns to
\ launch Landsat 6 in first quarter of 1991. The principal sensor will be
an Enhanced Thematic Mapper (ETM) scanner. The ETM will be mechanically
identical to the current TM scanners. However, significant additions
will be made to instrument’s focal planes. 1In addition to the existing
six 30-meter spectral bands, the ETM will also have a 15-meter
panchromatic band with a spectral range between 0.5 and 0.90
\ micrometers. The panchromatic detectors will co-habitate the same focal
plane as the 30-meter bands allowing systematic coregistration of the
two data sets. In addition, Landsat-6 may also carry four multispectral
thermal bands with a 60 x 60 meters ground resolution, and a 120-meter
band, centered at 3.5 micrometers, replacing the present 120-meter
thermal TM band at 10-12 micrometers.

SeaWiFs

In September 1987, EOSAT announced the addition of the "SeaWiFS®
sensor to Landsat-6. The sea-viewing, Wide-Field of View Sensor
(SeaWiFS) combines attributes of data gathered by the Coastal Zone Color
Scanner (CZCS), which operated from 1978-1986, and the Advanced Very
‘ High Resolution Radiomater (AVHRR) which is operated on NOAA polar

orbitor satellites (Section 4.2.4). The sensor will provide 4 visible,
2 near-IR, and 2 thermal IR spectral channels, near-daily 1local-area
data with a 1.13 km resolution, daily global area coverage with a 4.5 km
resolution, and a swath-width of 2400 km.

SPOT-2 - SPOT IMAGE

Because of the successful performance of SPOT-1, its operational
life expectancy has been extended from the two years to three years,
through February 1989. SPOT-2, which is identified to SPOT-1, has been v
! constructed and is presently in storage in Toulousse, France. It is

PRy
%__

' presently planned for launch in early 1989, but may be launched sooner Q?ﬁ
in the event SPCT-1 develops data acquisition or transmission problems. . ;
SPOT Image S.A. is committed to a policy of continuous data through ‘3:}'
the end of the century. SPOT-3 (also identical to SPOT-1, -2) and an ?iﬁi
; upgraded SPOT-4 have been approved for construction. el
While upgrade characteristics for SPOT-4 are still wunder study,
several design consideration have been announced:
o A fourth multispectral band (20 m. resolution) will be added
in the near-infrared region (1.6 u).
o On board registration of panchromatic (10 m) and multispectral :
(20 m) data.
N
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o A new Vegetation Sensor, with four multispectral bands, a 2000
km field of view at 1 km resolution, for daily or bi-daily
wide area coverage, designed for global vegetation/crop asses-
sment and monitoring.

J-ERS-1

The Japan Earth Resources Satellite-1 (J-ERS-1) is the second
series of planned Japanese satellite, to follow MOS-1 with a2 1launch in
1992. The J-ERS-1 objectives will include earth observation data for
resource investigations, forestry, agriculture and aquaculture appli-
cations, etc. ERS-1 is planned for a near-polar sunsynchronous orbit at
570 km altitude.

Planned J-ERS-1 sensors include a Synthetic Aperture Radar (SAR)
for geologic applications, a Visible and Near-Infrared Radiometer (VNR)
for vegetation/resource distribution objectives, and a Short-Wave
Infrared Radiometer (SWIR) for discriminating rock types, as shown in
Figure B-8.

Sensor SAR oPs
Item
Centre . .
Band wavelength Band width . Notes
h 1 0.56 0.08
] 2 0.66 0.06
L 3 0.81 0.10
Wavelength (um) L-band 4 0.81 0.10 Band 4 is for off-nadir viev.1ng.
L) 1.655 0.11 Bands 3 and 4 make a stezeo-nair.
6 2.065 0.11
7 219, 0.12
8 2,335 0.13
Polarization H-H -
g Band number 1 8 (approximately) ’
Spatial resolution 18 (approaimately) ) 138\ 24 (approimately) :
(sq m) (3-look) !
-
iy
Off-nadir angle 35 13.33 +Band 4 only) ey
tdegrees) o
Swath width (km) 75 (approximately) | 75 «appronimately) :_::
ICAG
Stereoscopic imaging - Yes ) °®
capabiiity v
L} \‘—\‘
(] '\'_‘-
FIGURE B-8. Basic specifications of J-ERS-1 sensors. ::.'::'
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The SAR will be an active microwave imaging sensor which transmits
pulses diagonally to the earth’s surface and detects reflected waves
from the surface. It will use L-band (24 cm wavelength), with H-H
polarization, providing all-weather imaging capabilities.

The VNR will provide multispectral imaging in four bands:
0.45-0.52 um, 0.53-0.60 um, 0.63-0.69 um, and 0.76-0.90 um. In addition
to vertical downward viewing, a forward-looking sensor called a three-
dimensional band is planned. Combining the vertical-looking image with
the forward-looking image will provide a stereo capability.

The SWIR will also provide multispect: 1 sensing with three or four
bands centering on the following infrared frequencies: 1.65 um, 2.10
um, 2.20 um, and 2.35 um.

All three sensor systems on J-ERS-1 are expected to acquire image
data over a 75 km swath width with a 20-meter resolution.

MECB - Brazil

In 1980, the Brazilian government authorized the development of a
series of four Brazilian satellites, collectively referred to as MECB
(Missao Especial Completa Brasileira). Preliminary details were
announced in 1986 by INPE who is responsible for the design, construc-
tion, and operation of the satellites.

The first two missions will provide Data Collection Satellites in
an orbital altitude of 700-800 km. These satellites will collect and
re-transmit meteorological and hydrological data from ground-based Data
Collection Platforms distributed throughout Brazil. The first launch is
planned in the early 1990°’s.

Subsequently, two Remote Sensing Satellites are planned, providing
multispectral imaging capabilities from an orbital altitude of 642 km.
A multispectral sensor will provide data in three bands, (1) .470-.530
um, (2) .630-680 um, and (3) .830-910 um, with 40 m. resolution. Image
area will be approximately 80 km x 80 km. In addition to vertical
(nadir) viewing, lateral viewing of up to 15 degrees from vertical is
included in the design.

ERS-1, -2

The European Remote Sensing Satellite (ERS) presently constitutes
the most significant activity of the European Space Agency (ESA) in the
earth observation field. The planned ERS mission is designed princi-
pally for ocean and ice monitoring. The first satellite, ERS-1, is
planned for an early 1991 launch, with a three-year life time. A second
model, ERS-2, is expected to be launched in 1993 to perform continuous
operation until 1996.

The ERS-1 and ERS-2 spacecrafts will be polar orbiting and will
contain three core instruments:
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0 - a radar altimeter t,
' - an active microwave instrument with a C-band wind scat- ,’
k terometer and a C-band synthetic aperture radar (SAR) s
o) ooy
l' . '
X - a laser retroreflector. 45
[ (
g !
-\ These instruments will be complemented by two nationally provided '.‘
X instruments: FaN
D
0 e
. - an along-track scanning radiometer jointly provided by UK and LYy
" France. a Yx]
% @
! - a precise range and range rate experiment provided by FR ﬁ}
N Germany. qd%
0 l.q",
:
: gl

In addition, at the European Space Agency Ministerial Council in

» January 1985, a long-term space plan was approved that included ...
implementation of an ERS-2 program for launch in 1993. Rp
N
s.»
IRS

b
The Indian Remote Sensing Satellite System (IRS) was announced by “_,! ’
the Indian Space Research Organization, Bangalore, in June 1986. The ﬁ}
program is expected to consist of a series of satellites, with the ju.
first, IRS-1A originally scheduled for launch in mid-1987; current 3:;
status of launch plans are not available as of December 1987. -EJ
According to Indian announcements, the IRS will be in a 904 km near ;
circular sun-synchronous orbit with a 22-day repeat cycle. Sensors :\,‘
systems will consist of three Linear Imaging Self Scanning Cameras !

! (LISS) using CCD sensors. Each camera will acquire data in four bands: r:
' LS

’

0.45-0.52 um, 0.52-0.59 um, 0.62-0.68 um, and 0.77-0.86 um. The first
camera, LISS-1, will provide 73-meter resolution in a 148 km swath
width. The second and third cameras, LISS-IIA and LISS-IIB, are
identical systems arranged for individual swaths of 74 km on either side
of the ground track, with 36.5 meter resolution.

°
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RADARSAT - Canada

L5 5g
e

Canada is proceeding with the RADARSAT satellite, set for launch in
1994. RADARSAT will provide SAR data for all-weather sea ice
monitoring.
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B.4 ZEnvironmental Satellites

NOAA Polar Orbiting Satellites

For many years NOAA has operated a system of polar orbiting opera-
tional satellites, some of them crossing the equator in the morning,
others crossing in the afternoon. The latest satellite of this system
was launched in September 1986. NOAA intends to launch further iden-
tical satellites and to continue providing data services.

AVHRR

The Advanced Very High Resolution Radiometer (AVHRR) is a five
channel instrument designed to provide large area information on cloud
systems, snow and ice cover, 1land and sea-surface temperature,
vegetation, etc. The AVHRR instrument flies on board the polar-orbiting
NOAA series of satellites; NOAA-8 and NOAA-9 are currently active in
near-polar (99° inclination), sun-synchronous orbits.

Equatorial crossings take place at 0738 and 1938 hours local time
for NOAA-8, and at 0242 and 1442 hours local time for NOAA-9. Each
satellite completes 14.2 orbits per day at an altitude of approximately
830 .

The AVHRR acquires data in four spectral regions visible (0.58-0.68
um), near-infrared (0.725-0.10 um), thermal mid-infrared (3.55-3.93 um),
and two thermal far-infrared (10.5-11.5 um and 11.5-12.5 um), using
real-time High Resolution Picture Transmission (HRPT). In the U.S.,
data are received at Wallops Island, Virginia, Redwood City, California,
Sioux Falls, South Dakota, Gilmore Creek, Alaska and others.

The NOAA-8 AVHRR acquires data with 1.1 km resolution in all
spectral channels, over a swath width of 2,940 km. On NOAA-9, the AVHRR
resolution is 0.5 km in the visible channel, and 1.0 km in the infrared
channels, with a swath width of 2,600 km. Although the orbit repeat
cycle requires nine days for nadir viewing, the wide, overlapping swaths
provide daily coverage.

Geostationary Meteorological Satellites (GOES/VAS)

Worldwide meteorological observations are presently performed on a
global basis by geostationary operational satellites GOES-East and
GOES-West of NOAA, Meteosat of the European Space Agency, and GMS of the
Japanese Meteorological Agency, provide similar data for most of the
earth’s surfaces on a continuous and operational basis. These systems
are foreseen to continue with new, more advanced systems planned or
underdevelopment. Data from geostationary spacecraft are complemented
by the operational polar orbiting system of NOAA.

NOAA’'s geostationary operational environmental satellite (GOES)
system has been operational for many years. The most recent unit,
GOES-G, was successfully launched in March 1987.
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Two Geostationary Operational Environmental Satellites (GOES)
(Figure B.9) monitor the eastern and western United States from their
positions over the aquato. (Figure B.10). They are centered at 75°W and
135°W. Using the VAS (Visible Spin Scan Radiometer and Atmospheric
Sounder) they can make half hourly weather observations day and night.

The VISSR collects 1-8 km resolution data at 0.54-0.70 um (daytime) and oy
10.50-12.60 um (nightime and daytime) thermal data for hurricane and s
severe storm monitoring. It can also send weather facsimiles (WEFAX) to ﬁé&
military ships and overseas bases. In the Atmospheric Sounder mode it 0
can gather IR radiation data in 12 spectral bands for use in producing r X
atmospheric temperature profiles and moisture measurements. DOD has A
several GOES Direct Readout Stations (Figure B.l1l: Omaha, Nebraska, 3.)_’(' s
Monterey, California, White Sands, New Mexico and Bedford, if*i
Massachusetts. Shared processing centers for data interlinked through é;
domestic commercial satellites are at FNOC, Monterey, Califormia; AFGWC, 1‘“
Offut, Nebraska; and NOAA, Suitland, Maryland; and Wallops Island, R
Virginia. o“ﬁ
o
hﬂm
Half-hourly enhanced IR imagery 1is available through the NOAA e
Interactive Flash Flood Analyzer (IFFA). It is wused to estimate -“w
: precipitation amounts in both convective and non-convective sgituations. L‘“
] Isopleth maps are based on the improved Scofield-Oliver Technique, and <o
the estimates are disseminated via AFOS to NWS offices as guidance for N
issuing flash flood watches and warnings (Figure B.12). ‘33
e
s
Defense Meteorological Satellite Program (DMSP) ﬁ:“
In addition to the NOAA Tiros-N series of polar-orbiting ng
satellites, another weather satellite system is operated by DOD, the Q?l
Defense Meteorological Satellite Program (DMSP). The satellite itself bf
is similar to the Tiros-N, but the instrumentation is different (Table ﬁQF
1.1). One of its newer instruments, just recently placed in orbit, is ‘;
the Special Sensor Microwave Imager (SSM/I). The SSM/I is capable of Y,
providing all-weather measurements of ocean surface wind speed, sea and .
lake ice information, and precipitation amount as well as estimates of . '
soil moisture. &,\
Y
The SSM/I has a 1400 km swath width. It is a passive imager with “:r
seven channels in four frequencies 19.35, 37.0, and 85.5 GHz (all with SN
both horizontal and vertical polarization) and one (22.23 GHz) with Ty
vertical polarization only. It is of interest to note that NOAA/NESDIS ; 3
will be responsible for the data processing (for soil moisture of the H}hﬁ
SSM/I data by agreement among the Air Force Global Weather Central ::fr
(AFGWC), the Fleet Numerical Oceanography Center (FNOC) and the ;"
NOAA/National Environmental Satellite and Data Information Service
(NESDIS). FNOC will also process the SSM/I data but only for ocean wind n:,
speed and sea ice information. ;?jx
o
DOD does not archive the environmental satellite data it collects ;:;
but rather it transmits these data to NOAA for archiving. Copies of ;“‘
DMSP imagery and DMSP space environmental data are sent to the NOAA 3
archive in Boulder, Colorado. :::
'-O
N
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Buropean Space Agency (ESA)

fter thc successful launch of two pre-operational meteorological
satellites, Meteosat 1 and 2, in 1977 and 1981 respectively, ESA is
presently planning to launch the phototype P2 by early 1988. This
satellite is supposed to provide continuity c¢f data to the European
Meteorological Services until the first satellite of the operational
series is launched. The Meteosat Operational Programme (MOP) will
provide operational continuity until approximately 1995, with the
following planned satellite launches: MOP-1 in September 1988, MOP-2 in
January 1990; and MOP-3 in January 1991.

Japan

Two geostationary meteorological satellites (GMS) have been
launched to date. GMS-2, 1launched in 1981, operated only for six
months; GMS-3, launched in 1984, is still operational with some
degradation. The Japanese Meteorological Agency (JMA) plans to have a
new satellite system operational by 1989.
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B.5 Satellite Ground Receiving Stations

The early Landsat satellites contained tape recorders in order to
collect data over areas beyond the receiving range of earth-based
stations. Subsequent satellites, including all of the current earth
resources satellites, transmit acquired data in real-time. This has led
to development of a network of ground receiving stations worldwide. In
addition, Landsat 4, 5 can acquire data outside of receiving station
range by relaying data through a TDRISS data relay satellite; presently,
one TDRISS is in geostationary position over the equator at
approximately 35° West longitude, providing Landsat data acquisitions
for North and South America, Europe, Africa, and the Middle East.

Fifteen countries have constructed ground systems to receive and
process data directly, and other stations are in the construction or
planning stages. Figures B.13, B.14, and B.15 shows the location and
coverage areas for the existing network of ground stations, and their
data receiving capabilities (e.g., Landsats 4, 5 MSS & TM, SPOT-1 and
MOS-1). Image data are processed and archived at each receiving
station, and requests for data must be addressed to each respective
station.

Upgrades of receiving station capabilities are both ongoing and
planned. For example, in November-December 1987, the Thailand receiving
statior was undergoing modifications to receive Landsat TM, SPOT, and
MOS-1 data; previously only Landsat MSS data were acquired. During the
next year, several additional stations will be upgraded to receive SPOT
and MOS-1 data, as shown on the corresponding figures.
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Figure B.13: Landsat Receiving Station Coverage Q:§
52
DN
Station Date Capability Status 3TN
o
>
Argentina, Mar Chiquita 1980 MSS Off-line A
Australia, Alice Springs 1980 MSS TM upgrade schedule :\-';
for 1989 e
Brazil, Cuiaba 1974 MSS, T™™ Operational ‘?
Canada, Prince Albert 1972 MSS, T™ Operational i
European Space Agency :.:-c“’
Italy, Fucino 1975  MSS, T™™ Operational Q}'
Sweden, Kiruna 1983 MSS, ™ Operational *_~:.
Spain, Maspalomas 1984 MSS, T™M Operational o
India, Hyderabad 1980 Mss, ™ Operational s
Indonesia, Jakarta 1982  MSS Off-line, TM up- e
grade announced oy
Japan, Tokyo 1979 MSS, T™™M Operational "C-\;C
Pakistan, Islamabad 1988 MSS, TM Scheduled for 1988 's.-"':.
Peoples Rep. of China, Beijing 1986 Mss, T™™ Operational ..y
Rep. of S. Africa, Johannesburg 1980 MSS Operational, TM 7.
upgrade planned oy
for 1989 .
Saudi Arabia, Riyadh 1987 MSS, ™ Operational .H"' 1
Thailand, Bangkok 1981 MSS Operational, TM '
upgrade completed -
end of 1987 .
United States, Greenbelt 1972 MsS, T™™ Operational N
NN
;-"'nx
Source: EOSAT Corporation, December 1987. \:‘\:
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Figure B.14: SPOT Receiving Station Coverage o
N
Station Status NN
e
l. France, Toulouse Operating, February 1986 5;:’
2. Sweden, Kiruna Operating, February 1986 Cvﬂﬁ
3. Canada, Gatineau Operating, August 1986
4. Prince Albert Operating, August 1986
5. India, Hyderabad Operating, August 1986
6. Spain, Maspalomas Operating, October 1987
7. Brazil, Cuiaba Under Construction, est. early 1988
8. Pakistan, Islamabad Under Construction, est. early 1988
9. Thailand, Bangkok Under Construction, est. mid-1988
10. Saudi Arabia, Riyadh Under Negotiation, est. 1988
11. China, Beijing Under Negotiation, est. 1988
12. Japan, Tokyo (Hatoyama) Under Construction, est. end-1988
13. Australia, Alice Springs Under Negotiation, est. 1988
14. New Zealand, Auckland Under Negotiation, est. 1989
Source: SPOT Image Corporation, Reston, VA, December 1987.
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) Figure B.15: MOS-1 Receiving Station Coverage
N
Station Status
D
o 1. Japan, Tokyo Operating, February 1987
~ 2. Japan, Kumamoto (private) Operating, May 1987
- 3. Antarctica, Shouwa Station Planned for 1989
b~ 4. Thailand, Bangkok Planned for April 1988
5. ESA/Spain, Maspalomas Test receiving started in
6. ESA/Italy, Fucino September 1987; will be
r, 7. ESA/Sweden, Kiruna used for demonstration and
v 8. Norway, Tromso verification purposes
a 9. Australia, Alice Springs Planned for April 1988
10. Australia, Hobart Planned for April 1988
11. Canada, Gatineau Planned for July 1988
z Source: RESTEC, Tokyo, Japan, October 1987.
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GLOSSARY OF ACRONYMS (T
:tl
»
AFGWC Air Force Global Weather Center e
AFOS Advanced PForecasting and Observing System ®
AVHRR Advanced Very High Resolution Radiometer &'
BSQ Band Sequential W :‘,
BIL Band Interleaved By Line p&:
s
CCT Computer-Compatible Tape .8
CROPCAST EarthSat Crop Forecasting and Information Service Ko
CRREL Cold Regit ns Research and Engineering Laboratory (Corps of ;y;
Engineers) e
CUEM Colorado Urban Hydrograph Method 3f.
czcs Coastal Zone Color Scanner Y
®
DBMS Data Base Management Systems o
DCS Data Communication Systems o
DMSP Defense Meteorological Satellite Program QF,
DOD Department of Defense g?
!
& L
EDIPS EROS Data Image Processing System °
EGP Enhanced Graphics Package ;;ﬂ
EOSAT Earth Observation Satellite Company ,¥§
EPA Environmental Protection Agency ¥ul)
ERS European Remote Sensing Satellite .-:
ESA European Space Agency .ﬁ!
EROS Earth Resources Observation System (U.S. Dept. of Interior, 1
U.S. Geological Survey) gif
ESMR Electric Scanning Microwave Radiometer o
FEMA Federal Emergency Management Agency igi
FNOC Fleet Numerical Oceanography Center 74
@
GEOCODE  Control Point Program E
GIS Geographic Information System ‘.“
GMS Japanese Geostationary Meteorological Satellite sgﬁ‘
GOES Geostationary Operational Environmental Satellite (NOAA) PN
O
HEC Hydrologic Engineering Center (Corps of Engineers)
HEC/SAM Hydrologic Engineering Center/Spatial Analysis Methodology
HRPT High Resolution Picture Terminal
HRV High Resolution Visible (instruments on SPOT-1)
IFFA Interactive Flash Flood Analyzer (NOAA)
IFOV Instantaneous Field of View
IHS Intensity, Hue, Saturation
IR Infrared
IRS Indian Remote Sensing Satellite System
” IUH Instantaneous Unit Hydrograph
J-ERS Japanese Earth Resources Satellite
JMA Japanese Meteorological Agency
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: LEAP Landsat Emergency Access and Products
p LISS Linear Imaging Self Scanning Cameras (IRS)
. MECB Missao Especial Completa Brasileriva (INPE, Brazil)
" MESSR MOS-1's Multispectral Electronic Self-Scanning Radiometer
: METEOSAT Europe Meteorological Satellite
' MOPS Meteosat Operational Program (ESA)
" MOS-1 Japan’'s Marine Observation Satellite
s MSR MOS-1's Microwave Scanning Radiometer
MSS Multispectral Scanner
[
N NESDIS National Environmental Satellite Data Information Service
k) (NOAA)
M NESS National Environmental Satellite Service (obsolete, now
i NESDIS)
‘ NEXRAD Next-Generation Weather Radar
: NOAA National Oceanic and Atmospheric Administration
, NWS National Weather Service
! RBV Return Beam Vidicon
RADAP Radar Data Processor (WSFO, Oklahoma City)
" RFC River Forecast Center
! RGB Red, Green, Blue
4
K SAR Synthetic Aperature Radar
. SeaWifs Sea-Viewing Wide Field of View Sensor (EOSAT)
' SLAR Side-Looking Airborne Radar
o SPOT System Probatoire d’Observation de la Terre
5 SSM/I Special Sensor Microwave/Imager (DMSP)
K. SWIR Short-Wave Infrared Radiometer (JERS)
.
\
H TDRSS Tracking and Data Relay Satellite System
» ™ Thematic Mapper
. USGS U.S. Geological Survey
f: U™ Universal Transverse Mercator
-~ VAS Visible Spin Scan Radiometer and Atmospheric Sounder
s VNR Visible and Near-Infrared Radiometer (J-ERS)
{ VTIR MOS-1's Visible and Thermal Infrared Radiometer
WES Waterways Experiment Station (Corps of Engineers)
¥ WSFO Weather Forecast Offices
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